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A review is given of nucleation and growth models as applied to the earliest stages of thin film
growth. Rate equations, kinetic Monte Carlo, and level set simulations are described in some detail,
with discussion of remaining uncertainties, in particular the functional form of the so-called capture
numbers in rate equations. Recent examples are given of sub-monolayer nucleation at surface
defects, attachment-limited capture, and Ostwald ripening. The experimental literature is cited, and
experiment–theory comparisons are made where possible. Emphasis is given to fast computational
models that can span a large range of length and time scales, which might be further developed in
the direction of on-line process control. ©2003 American Vacuum Society.
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I. INTRODUCTION

Nucleation and growth of thin films include processes
time and length scales that span many orders of magnit
Atomic motion occurs on length scales of the order of Å, a
time scales that reflect the typical atomic vibration frequ
cies ~i.e., 10213 s). On the other hand, a typical opto
electronic device might be up to several microns in size,
its growth can take minutes or even hours. Thus, mode
nucleation and growth of thin films presents a substan
challenge to theoretical physicists and material scienti
Moreover, some of the phenomena that occur are inhere
stochastic in nature, and an ideal model would seamle
combine the different time and length scales, but inclu
only the necessary fluctuations.

The models typically used in nucleation theory are eit
completely stochastic or completely deterministic. Me
field rate equations~REs! are a set of coupled ordinary dif
ferential equations~ODEs!, that were developed for thi
problem1,2 more than 30 yr ago. They are easy to formula
and relatively easy to solve. Several results of nuclea
theory have been successful in elucidating basic aspec
epitaxial growth. In particular, scaling results derived fro
RE nucleation models have, under the appropriate circ
stances, been used to deduce microscopic parameters su
diffusion constants, adsorption and binding energies fr
comparison with experimental measurements. Howe
these equations contain no explicit spatial information, a
thus do not readily yield information on surface morpholog
One of the challenges is to include the spatial informat
properly into a model that is mean-field by construction;
cent progress in this area and limitations are discusse
detail in this article.

Continuum models based on partial differential equatio
~PDEs! are appropriate mainly at large time and leng
scales.3,4 By construction, features on the atomic scale

a!Electronic mail: cratsch@math.ucla.edu
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neglected, so they are poorly suited to describe growth
this scale, and we do not discuss continuum models in
article. However, we note that since continuum models,
well as rate equations, are based on differential equati
they are amenable to analytic treatments that can elucid
e.g., asymptotic or stability properties.

An alternative to completely analytic approaches are a
mistic models that explicitly take into account the stochas
nature of each microscopic process that may occur du
nucleation and growth of thin films. They are typical
implemented in the form of molecular dynamics~MD!5 or
kinetic Monte Carlo~KMC!6 simulations. MD simulations
are very useful for identifying relevant microscopic pr
cesses, such as the detailed steps during nucleation. But
and size limitations make them unfeasible for studyi
growth on technologically relevant time and length scal
KMC simulations, on the other hand, have been used s
cessfully to study qualitative, and in limited cases, quant
tive, behavior of growth. They allow for easy implement
tion of a large number of microscopic processes, whose r
are ideally obtained from first principles calculations.7–9

However, the occurrence of very fast rates~which is particu-
larly relevant at higher temperatures! ultimately limits the
applicability of these methods to larger systems.

Recent work has attempted to develop new models
are hybrid models between continuum, PDE-based meth
and atomistic, stochastic methods. One approach, ter
configurational continuum, which appears to be very pro
ising, has been developed by Kandel and co-workers;
refer to Ref. 10 for further details. Another approach that h
been developed by one of us~C.R.! in the past few years is
an island dynamics model, based on the level-set meth
This approach will be discussed in more detail in Sec. II
This model allows us to describe thin film growth as co
tinuous in the plane of the surface, yet each atomic laye
discretely resolved. Moreover, different sources of fluctu
tions can be isolated and studied individually.
S963Õ21„5…ÕS96Õ14Õ$19.00 ©2003 American Vacuum Society
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S97 C. Ratsch and J. Venables: Early stages of thin film growth S97
One generally distinguishes between growth on singu
~nominally flat! surfaces, and vicinal, or stepped surfaces
vicinal surface can be considered as a number of flat terr
that are separated by steps of atomic height. Growth on th
surfaces proceeds either via step-flow, where atoms dif
toward a step before meeting another atom, or via nuclea
and growth, where islands nucleate and grow on the terr
Growth on vicinal surfaces was first discussed in a sem
paper by Burton, Cabrera, and Frank~BCF!.11

In this article we focus on modeling of growth on singul
surfaces, where one distinguishes the following three gro
modes: Frank–van der Merwe~FM! ~layer-by-layer! growth,
Volmer–Weber ~VW!, and Stranski–Krastanov~SK!
growth.12–14 During VW growth three-dimensional~3D! is-
lands form on the surface. The competition between FM
VW growth can easily be understood based on energetic
guments as a competition between surface and interface
ergies. The case of SK growth is more complicated, an
intimately connected to~elastic! strain energy, which arise
in most heteroepitaxial systems. During SK growth, one
more layers form initially~the so-called wetting layer!, fol-
lowed by the formation of 3D islands. Understanding t
transition between growth modes is of great interest. T
focus of this article is on submonolayer growth and will n
address these issues, but the methods described are als
plicable to multilayer growth.

The remainder of this article is organized as follows:
Sec. II B we discuss mean-field rate equations. In particu
we focus on scaling laws, and how these equations can p
erly describe mean-field quantities. In Sec. II C we descr
the kinetic Monte Carlo method, and discuss some of
applications. The level-set method is described in Sec. I
It is well known that rate equations do not properly pred
the entire island size distribution, for the reason that r
equations do not contain any explicit spatial information. R
cent attempts and progress in including this spatial inform
tion implicitly through particular forms of capture numbe
is discussed in Sec. III A. Recent models of nucleation
defect sites are described in Sec. III B. In Sec. III C,
address the problem of attachment-limited, and tim
dependent capture numbers. Section III D highlights iss
related to coarsening and Ostwald ripening, and annealin
general. Finally, in Sec. IV we give an assessment of
relation of all the theoretical methods introduced, and a p
sonal impression of future directions.

II. MATHEMATICAL AND COMPUTATIONAL
METHODS

A. General considerations

Typical processes that may occur during epitaxial grow
are illustrated schematically in Fig. 1. Atoms are deposi
onto a perfect substrate surface with a deposition fluxF ~a!;
in the older literature, this same quantity has been termed
deposition rateR, both measured typically in monolayers p
second. Once atoms are on the surface as adatoms, the
diffuse with a diffusion constantD ~b!. Adatoms can mee
other adatoms to form a dimer~c!, or attach to existing is-
JVST A - Vacuum, Surfaces, and Films
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lands~d!. Once adatoms are attached to an island, they
detach from the island edge~e! or diffuse along the island
edge~f!. Deposition of adatoms on top of islands and t
corresponding processes have to be considered as wel~g!,
~h!; at high temperatures some adatoms can re-evaporat~i!.
In this section we describe different methods that mo
these processes at different levels of detail.

The most detailed description is a MD5 simulation. In a
MD simulation one calculates the forces on all atoms, a
then moves the atoms according to the equations of mot
The most crucial aspect of an MD simulation is the know
edge of the correct potentials. The timestep is required to
small enough to resolve the vibrational frequency of the
oms, so that there is a natural limit on the time that can
simulated. Moreover, even with simple pairwise potenti
the evaluation of forces is rather time-consuming, so t
simulations of realistic system sizes on realistic time sca
to describe nucleation and growth is currently not possi
with MD simulations. This is still true, despite some impre
sive recent advances in speeding up MD simulations.15 How-
ever, these simulations are very useful to identify some of
relevant microscopic pathways during nucleation and t
film growth.

One can make significant progress by using transit
state theory~TST!.16,17 In TST rates are associated with m
croscopic events such as adatom diffusion, and all the ir
evant atomic vibrations are neglected. This way, the simu
tion timestep and thus the computational efficiency
increased by 5-10 orders of magnitude for realistic grow
conditions. One can usually express the rates in the formn
5n0 exp(2DE/kT), whereDE is an activation energy barrier
k is the Boltzman constant, andT is the temperature. The
prefactorn0 is typically of the order of the atomic vibration
frequency, and is set to 1012– 1013 s21 in many simulations.
TST is the basis of RE, KMC, and many other approach
which are the subject of the remainder of this section.

B. Mean-field rate equations

1. Basic concepts

The time evolution of mean-field quantities, such as
density of adatomsn1 and of islands of sizes, ns , can be
described by a set of coupled ODEs known as REs. Adato
can either meet another adatom with a capture efficiencys1

FIG. 1. Typical atomistic processes during epitaxial growth.
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S98 C. Ratsch and J. Venables: Early stages of thin film growth S98
to form a dimer, an island of size 2, or get captured
islands of sizes with a capture efficiencyss .

At high substrate temperature, these adatoms can
evaporate. For example, evaporation is clearly required
establish equilibrium with the 3D vapor phase, and ma
models have been developed for the low supersaturation
gime, following the pioneering work more than half a ce
tury ago by BCF,11 much of which is now in the textbook
and monograph literature.18,19 If the adsorption energyEa is
low, then the evaporation timeta is short, and this evapora
tive quasiequilibrium is quickly established at low adato
density, with n15Fta . RE models for nucleation an
growth in this situation were established in the 1960s,1 and
exact solutions for the capture efficiency, the so-called c
ture numbers, were obtained in this case.2

This high temperature problem is soluble in closed for
because the islands that form are isolated from each o
due to the short BCF diffusion length,xs5(Dta)1/2, the
mean adatom surface diffusion distance before evapora
The approach becomes more complex if there are sev
competing processes at work. For this more general cas
has been argued20,21 that one can develop the idea of com
petitive capture, in which characteristic times for differe
processes add inversely, and the shortest time dominate
this formulation, the RE forn1 at low coverage is essentiall

dn1 /dt5F2n1 /t,

with

t215ta
211tn

211tc
211 . . . , ~1!

which has a steady state solutionn15Ft. The composite
term n1 /t represents all the loss terms, adsorption (ta),
nucleation (tn), capture by stable clusters (tc) and maybe
other processes@ . . . in Eq. ~1!#, all of which add like resis-
tances in parallel. One clearly may envisage many other
cesses that might take place on, or close to, the subs
surface. However, as in any other modeling situation, co
pleteness is bought at the price of loss of simplicity a
clarity; thus one only adds new terms when compelled to
so by the~experimental! evidence. Some of these situatio
are developed in Sec. III. In addition to Eq.~1! for the single
adatoms, we need a complete set of REs for the larger c
ters, sizes>2. Assuming initially that we are concerned on
with single adatom processes, these can most convenie
be written as

dns /dt5Us212Us , ~2!

whereUs is the net rate of conversion of clusters of sizes
into size (s11). As in Eq.~1!, one can add other processe
most naturally coalescence between islands,Uc , which will
reduce the island density at small sizes and increase the
sity at large sizes. This topic has been extensively con
ered, both in the early literature2,22,23and more recently.24,25

Some comments are made below.
The above discussion implies that the models develo

for the different growth modes are going to be different
detail. However, all RE models have certain features in co
mon, and we discuss these features here. First, we nee
J. Vac. Sci. Technol. A, Vol. 21, No. 5, Sep ÕOct 2003
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pressions for the net rate,Us21 and Us , in the set of Eqs.
~2!. Each of these is the difference between two terms
capture and a decay term, such that when these terms
equal, we have local equilibrium. Ignoring direct imping
ment for the moment, the capture term is given bys1Dn1

2 for
forming a dimer, or isssDn1ns for forming an (s11) clus-
ter from ans cluster, where the capture numbersss remain
to be determined. The decay terms can be written in the fo
nsGs , whereGs is the decay rate ofs clusters forming (s
21) clusters. Details of the decay rate expressions are g
in the Appendix.

There are two main types of RE models in the literatu
The first emphasizes the role of the critical nucleus of sizei .
The second approach does not include a critical island
explicitly. Rather, attachment and detachment rates for
lands of all sizes are in principle included. Those two a
proaches are described in the following two subsections.

2. Rate equations with explicit critical island size

The idea of a critical nucleus has been explored in ma
papers in the literature, and has several related conseque
The main ideas are illustrated in Fig. 2. The left-hand side
this diagram indicates that, because of equal forward
back reaction rates~full lines!, small clusters may be in loca
equilibrium with the instantaneous adatom densityn1 . Using
the detailed balance arguments set out in the Appendix,
are able to write that, for subcritical clustersj < i the corre-
sponding net ratesU j are zero, and the Walton relation26 @Eq.
~A1!# can be used to express the density of critical nucleini ,
in terms of the adatom densityn1 and the energy of the
critical nucleusEi . The right-hand side indicates that ‘stabl
clusters eventually grow, and the back reaction rate beco
less important~dashed line!. These stable clusters, sizes
. i , grow by diffusive capture and, maybe at a later stage
direct impingement.

As developed by one of us~J.V.! and others, this approac
can be combined with compacting the REs for all clus
sizess. i into one RE for the stable cluster densitynx , such
that

dnx /dt5(
s. i

dns /dt5Ui2Uc , ~3!

FIG. 2. Critical size in nucleation and growth models.
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where, from Eqs.~2!, all the otherUs cancel out in pairs, and
we have included the coalescence termUc , which may limit
nx at higher coverage. Thus in this treatment we have
duced an infinite set of REs to just two, one forn1 @essen-
tially Eq. ~1!# and one fornx @Eq. ~3!#. We have abandone
any serious attempt to calculate the island size distribu
ns(s), and we need to assume specific island shapes to m
further progress. But we can also calculate other mean-fi
quantities, e.g., mean island size (wx), substrate coverag
(Z), differential or integrated condensation coefficients~a or
b! with this approach, using an auxiliary growth ra
equation.2,14,20,21This equation for the number of atoms
stable clusters,nxwx , has the form

d~nxwx!/dt5n1~tn
211tc

21!1F(
s. i

ksnsas , ~4!

where all relevant growth processes@i.e., not includingta
21

in Eq. ~1!# are included in the first term. The second ter
included at this stage for illustration, corresponds to dir
impingement onto alls clusters of areaas , andks>1 is a
geometrical correction factor, which may be needed to
count for impingement immediately next to a cluster.25 With-
out this factor, the sum(s. insas is just equal toZ, the
coverage of the substrate by stable and critical islands. T
the expressionF(12Z) has been used to correct Eq.~1! for
n1 , for the effects of finite coverage.20,21 The coalescence
rate Uc at low coverage is simply proportional t
2nxdZ/dt;2,23 high Z changes to this formula are given mo
recently.25

The above scheme is relatively simple, and using it
can make scaling predictions for all the mean field quantit
notably the densitiesn1 andnx , as a function of the various
material parameters and the critical nucleus sizei . In the
version that the second author has developed, this invo
scaling with the adsorption energyEa ~which governsta),
Ed ~which governs the diffusion coefficientD), and the bind-
ing energyEi of the critical cluster. The scaling relations
the complete condensation, initially incomplete, and extre
incomplete condensation regimes have been documente
tables for both 2D and 3D island shapes,14,21 and some of
these regimes, notably complete condensation, have
thoroughly tested, both by simulation and by experime
These relationships, originally conceived to be useful for h
eroepitaxy, have been revisited on occasion, and the 2D
treme incomplete condensation case has been modified27 to
make contact with the classic BCF case of homoepitaxy
large coverage.

When lateral bonds are suitably strong, at low tempe
tures, we havei 51, so that adatom pairs~dimers! are already
stable nuclei, andEi , or E2 in this special case, is thereb
also not relevant until higher temperatures. This simp
type of equation focuses on the formation of pairs and th
subsequent growth as stable nuclei, a case that has
termed irreversible nucleation by the first author28 and many
others. In the complete condensation regime, with the o
energyEd left in the problem, in the form of the diffusion
coefficientD5(nd/4)exp(2Ed /kT), it has become customar
JVST A - Vacuum, Surfaces, and Films
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to emphasize the scaling ofnx with the lumped paramete
(D/F)2x, with x51/3. This scaling is the same as in thei
51 case for 2D islands, as discussed and tabulated pr
ously, where the general form follows the power law wi
exponent x5 i /( i 12). For 3D islands, this is modified
slightly to x5 i /( i 12.5)20,21 under steady state condition
These expressions are valid when the island shape is c
pact; small corrections are needed for fractal islands.

Further progress cannot be made without specific assu
tions about bonding, and in particular about how the ene
Ei can be expressed in terms of lateral ‘‘bonds’’ of streng
Eb within the critical cluster. With this assumption, one c
compute both the densities and deduce the critical sizei as
an output of the calculation; this size is the size that~self-
consistently! gives the lowest nucleation rate and density,
all possible sizesj considered.20 With the adoption of the
Einstein model of lattice vibrations, contact was also ma
with the equilibrium vapor pressure at low supersaturat
~high temperature!, and so this model spans the comple
range of behavior from low to high supersaturation, us
just the three energy parameters,Ea , Ed andEb . This is the
simplest three-parameter model to achieve this result, an
such it is valuable as a base for further exploration of m
complex models, as described here in Sec. III.

3. Rate equations without explicit critical island size

The second type of RE model takes a somewhat differ
approach. At high supersaturation, re-evaporation is ne
gible, soEa is irrelevant; this is the complete condensati
regime. Within this regime, at higher temperatures, w
weak lateral bonds, atoms can leave the clusters by det
ment and subsequent diffusion. In this case, nucleation
been termed reversible, and we need a suitable formula
to describe the rate of such detachment processes. A
example, the first author28 has used the set of equations, i
noring direct impingement and coalescence, as

dn1

dt
5F22Ds1n1

22Dn1(
s.1

ssns12Ddetg2n2

1Ddet(
s.2

gsns , ~5!

dns

dt
5Dn1~ss21ns212ssns!1Ddet~gs11ns112gsns!

for all s.1. ~6!

Here, thess are the capture numbers as before, and the te
that involve Ddetgs describe the rate of detachment of a
atom from an island of sizes. Note that these equations a
written here are valid only in the submonolayer growth
gime, but coverage effects, coalescence of islands or des
tion of adatoms can also be included.

The second and third terms in Eq.~5! are explicit forms of
Eq. ~1!, such that

tn
211tc

2152Ds1n11D(
s.1

ssns , ~7!
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while the brackets in Eq.~6! emphasize the possibility o
steady-state rather than local equilibrium, which was hi
lighted in the discussion following Eq.~2!. In both Eqs.~5!
and ~6! the terms involvingDdetgs involve detachment from
s clusters, as discussed in more detail in the Appendix.

The capture of adatoms by other adatoms and islands
curs with an efficiency that is given by the capture numb
ss . If chosen properly thesess do encode spatial informa
tion. Many recent studies have the goal of finding a form
the ss that properly accounts for the spatial correlations
tween adatoms and islands. Some recent progress wi
discussed below in Sec. III A. There has been less focus
the detachment ratesgs . One reason is that at low temper
tures detachment is negligible, and often one assumes
gs50 for all s. This is of course the regime that is terme
irreversible aggregation. At higher temperatures, the deta
ment should be related to the number of~attached! edge at-
oms, and simple expressions for this have been der
analytically.29 But we would like to point out that the rea
situation might be more complicated. For example, the pr
uct Ddetgs might reflect the fact that detachment can be str
dependent, and thus this term also has some sp
dependence.

C. Atomistic kinetic Monte Carlo simulations

An alternative to completely analytic approaches are a
mistic models that explicitly take into account the spat
information and stochastic nature of thin film growth. O
way to implement such models is in the form of KM
simulations.6,30,31 The main difficulty and challenge in
KMC simulation is to identify which, and how many, micro
scopic processes need to be included. Different philosop
exist to address the latter question. One philosophy is
such KMC models will never include all the microscop
details, and that one should keep the model as simple
possible. This approach has been used to a large extent i
past 20 yr, and has helped to study and understand m
general trends during growth. In this section we will refer
such models as generic growth models. On the other en
the spectrum one might want to include all the relevant
croscopic processes, with the goal of making detailed pre
tions for a specific material system. We will refer to su
models as high resolution growth models.

In a typical KMC simulation, one first specifies the pr
cesses that are included, and associates each process
rate. At every timestep one identifies all the sites where
of the processes might occur. One of these events is
executed with a probability that corresponds to the rates
practice, this is implemented in a way that one always
ecutes an event~so there are no rejected moves!, and after
every event the simulation clock is updated appropriately

A model that has been used with considerable succes
study general trends is a simple cubic, solid-on-solid mo
with nearest neighbor interactions. The processes that
allowed are~random! adatom deposition, and hops to a ne
est neighbor site, where the rate for a hop is given byn
5n0 exp(2(Ed1nEn)/kT). Ed is the energy barrier for sur
J. Vac. Sci. Technol. A, Vol. 21, No. 5, Sep ÕOct 2003
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face diffusion, and in fact forn50 it is n54D; in the KMC
literatureEd is often referred to as the surface bond ener
En is a nearest neighbor bond energy,n0 is the relevant pref-
actor ~typically 10212– 10213 s21), and n50,1,2,3,4 is the
number of in-plane nearest neighbors. Additional mic
scopic parameters such as enhanced diffusion along a
edge or reduced~or enhanced! diffusion over a step edge~the
so-called Ehrlich–Schwoebel barrier! can easily be added
Generic KMC models have been used successfully to st
qualitative trends during growth, such as scaling laws.
limited cases they have also been successful for quantita
predictions such as the occurrence and decay of the reflec
high energy electron diffraction signal. Note that the rates
all possible events at every site only depend on the lo
environment; a dependence of the rates on more long ra
interactions is possible, but at a significant additional co
putational cost.

In the literature one often finds a distinction betwe
models for irreversible and reversible aggregation. T
model just described is a reversible model, as it allows
atoms with lateral nearest neighbors to move. The rate fo
atom with one nearest neighborn51 to move~and detach
form an island boundary! then is Ddet5n0 exp(2(Ed

1En)/kT). In the limit thatEn is large, and/orT is small, this
model then effectively becomes an irreversible grow
model. Thus, a continuous change of the parameterEn in-
duces a continuous change from irreversible to revers
growth. It has been demonstrated by one of us~C.R.! that the
scaled ISD changes its shape continuously as a functio
the reversibility.28,32 This is illustrated in Fig. 3, where the
scaled ISD as obtained from a KMC simulation32 is shown in
comparison with the ISD as obtained from experiment33 and
also from the level-set method~discussion below!. It is evi-
dent that the ISD sharpens as the reversibility increa
~which is realized in the simulation by decreasingEn), in
excellent agreement with the experimental ISD that sharp
as the growth temperature increases. We stress that no v
for a critical island size has to be specified. Rather, the in
play between attachment and detachment kinetics desc
the degree of reversibility, which one might associate wit
~noninteger! effective critical island size.32 We note that a
similar sharpening of the ISD has been obtained by Am
and Family34 in a KMC model where islands larger than th
critical size~that has to be specified in advance! are assumed
to be stable against breakup.

We conclude this section with some remarks about
tailed high resolution KMC models. The work of Madhuk
and co-workers31 spearheaded the development of grow
models for III/V compound semiconductor systems. Ho
ever, the large number of microscopic parameters were
ficult to obtain, since for example not even the exact surf
reconstructions were known 15 yr ago. But the situation
changed in the last few years with the advances in den
functional theory~DFT! calculations, together with the mor
readily available comparison to detailed experimental da
in particular scanning tunneling microscopy~STM! images.
We are aware of several detailed high resolution KMC mo
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els that have been published in the past few years.35–37

However, one problem with such high resolution grow
models is that the range of magnitudes of all the differ
processes is rather large. Since the simulation timestep h
be defined by the fastest process, these models are often
slow. Thus, it has to be the goal to develop growth mod
that allow us to describe the fast processes in some avera
mean-field approach. For example, repeated detachmen
subsequent reattachment of atoms from and to island e
can be described by the overall net attachment~or detach-
ment!. One way to realize this is contained in a model th
has been developed over the past few years, as describ
the next section.

D. Level set „island dynamics … model

In the past few years, the island dynamics model, an
corresponding level set~LS! method for its numerical simu
lation have been developed.38,39 This model is essentially
continuum in the x-y-plane, but it resolves individual atom

FIG. 3. Island size distribution, as given by KMC~squares! and LS~circles!
methods, in comparison with STM experiments~triangles! on Fe/Fe~001!
~Ref. 33!. The reversibility increases from top to bottom.
JVST A - Vacuum, Surfaces, and Films
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layers. Within the model, the island boundaries for islands
heightk are described asGk5$x:f(x)5k% in which f is the
LS function that evolves according to

]f

]t
1vu¹fu50. ~8!

All the physical information is in the normal componentv of
the velocity function. Islands grow because atoms diffu
toward and attach to island boundaries, and shrink beca
they can detach from an island boundary. Thus, the velo
can be written as

v5vatt2vshrink5D@n•¹r#2Ddetpescl. ~9!

In this equation, the first term on the right represents atta
ment of adatoms to the step from the upper and the lo
terrace,40 in which @ # denotes the jump across the interfac
The second term represents detachment of adatoms from
land boundaries,41 in which Ddet is the microscopic detach
ment rate,pesc is the probability for an atom to escape fro
the capture zone of the island it just detached from, andl is
the density of edge atoms that can detach. The adatom
sity r(x,t) solves the diffusion equation

]n1

]t
2D¹2n15F22s1D^n1

2& ~10!

with the boundary conditionr50 for irreversible aggrega
tion. The last term in Eq.~10! is the rate of nucleation of new
islands, wherê& denotes the spatial average.42

The model as described so far is almost completely de
ministic. However, it was found that certain fluctuations a
required to complete the model. The last term in Eq.~10!
prescribeswhen a new island is to be nucleated. But th
location of a new island has to be chosen with a probabi
weighted by the local value ofn1

2 as obtained from the solu
tion of the diffusion equation.43 Moreover, it was also found
that randomness is essential in the thermal dissociation
small islands.41 The idea of the LS method is illustrated i
Fig. 4, where a snapshot of a typical LS simulation is show
The stochastic prescriptions described above have been
fully validated by direct comparison with an atomistic KM
model. This is also illustrated in Fig. 3. Again, we see th
the ISD becomes narrower and sharper as the detach
rate increases.

Significantly, and in contrast to atomistic simulatio
methods, the inclusion of fast microscopic processes co
at essentially no additional computational cost within th
method. The reason for this is the following. In a typic
atomistic simulation~where every event is resolved!, the
computational time increases dramatically when events w
largely different rates are allowed. For example, frequ
atomic detachment and reattachment at island boundarie
computationally expensive, even though the morpholo
might not change. In the LS approach, such fast events
accounted for in a quasi mean-field approach, without be
explicitly resolved. This leaves the numerical time-step u
changed, resulting in essentially no increase in overall co
putational time.
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This new method seems well-suited to model problem
epitaxial growth that may be difficult to describe with oth
methods. One current example is the inclusion of strain:
long range nature of the elastic field presents a challeng
include strain realistically in a KMC model~where the rates
are typically determined by the local environment!. How-
ever, recent progress in this area is intriguing and m
present a way forward, as discussed in Secs. III C and II
Moreover, solving the elastic equations is computationa
very expensive, so that a method that allows for a la
timestep is essential. As mentioned above, the level
method is also able to describe problems where the impor
events have vastly different rates. Work in both these area
currently in progress.

III. RECENT PROGRESS: EXPERIMENTAL AND
COMPUTATIONAL EXAMPLES

A. Capture numbers

The rate equations as formulated in Sec. II B are equat
for mean field densities, and thus by construction do
include any explicit spatial information. Spatial informatio

FIG. 4. Typical level set simulation. Shown is a snapshot of the level
function ~a!, and the corresponding adatom concentration~b!. The island
boundaries corresponding to this level set function are shown in~c!.
J. Vac. Sci. Technol. A, Vol. 21, No. 5, Sep ÕOct 2003
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can however be included implicitly: consider the REs in t
form of Eqs.~5! and ~6!. As mentioned already above, ca
ture of adatoms by other adatoms and islands occurs wit
efficiency that is given by the capture numbersss . If chosen
properly thesess do encode spatial information. For the pu
pose of the discussion in this section, we assume that the
no detachment from islands~i.e., gs50). Many recent stud-
ies have the goal of finding a form for thess that properly
account for the spatial correlations between adatoms an
lands. It has become customary to focus on the scaled I
to judge the validity of a certain choice for the capture nu
bers. In particular, simple RE approaches lead to a singu
ity of the ISD in the asymptotic scaling~largeD/F) regime,
and one test of any approximation of thess is whether or not
it leads to scaling of the ISD.

In this section we discuss the different choices that h
been introduced forss , and summarize some recent progre
in understanding the form of the capture numbers. The s
plest choice isss51 ~i.e., a simple constant! for all s. This
choice is often referred to as the point-island approximati
The only justification for this choice is that the equations a
easier to analyze, and that certain analytic results can
easily obtained. Another simple choice is ans-dependence
ss5sp. In 2D, p50.5 reflects the idea that capture is pr
portional to the perimeter of the island. Similarly, one c
argue for the choicep51/3 for 3D islands; both of these
choices were assumed in the initial work on rate equatio1

and have been made on occasion since then. However,
well established that none of these choices forss gives the
correct scaling of the ISD; in particular, the scaled ISD b
comes singular in the scaling limit.

There were several early attempts to account for the lo
environment of an island; this work was summarized a
extended in Ref. 2. The uniform depletion approximati
developed in that work is based on the mean-field assu
tion that at every point outside of an island the densities
islands of sizes takes on an average valuens(t). This ap-
proach then gives an analytic formula for thess in terms of
modified Bessel functions. Bales and Chrzan42 showed, for
the irreversible nucleation (i 51) case, that the mean-fiel
adatom and island densitiesn1 and N5(s>2ns obtained
from integrating the REs with these self-consistent capt
numbers are in excellent agreement with the ones obta
from KMC simulations, for a wide range ofD/F values.
However, their approximation fails to reproduce properly t
scaled ISD, which is a more stringent test for the spa
information in thess .

A completely different approach was taken by Bartelt a
Evans in Ref. 44. In this paper, the authors performed ex
sive KMC simulation of a point island model tomeasure
numerically the capture numbers as a function of the isla
size. They suggest thatss depends linearly ons for s
.sav, wheresav is the average island size, and is essentia
a constant fors,sav. In a later article45 they relaxed the
point-island constraint and instead considered spatially
tended islands, and obtained similar results~even though the

t
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plateau is less pronounced in this case!. The data is also in
agreement with capture numbers that have been meas
very carefully in an experiment where first Co islands a
formed on Ru~001!, and additional Cu is deposited subs
quently. Because of the differences of Cu and Co in
STM, the additional~Cu! mass of each island can then b
measured in a careful STM experiment. Similar data w
obtained in a later experiment for Ag islands on Ag~001!.46

Bartelt and Evans also established44 that capture effi-
ciency of islands, as described by the capture numbersss , is
intimately connected to the so-called capture areasAs . The
capture area of an island can be defined as the area surro
ing an island, with the property that an adatom within
capture area, or zone, will on average diffuse toward
corresponding island~and will be captured by it!. Geometri-
cally, these capture areasAs can be approximated by pe
forming a Voronoi tessellation. In the complete condensat
regime, the shape of the scaled capture area distributionAs is
similar to the shape of the scaled capture number distribu
ss , a fact which has been known experimentally for a lo
time.47,48 But in either case, capture numbers are only m
sured for one particular coverage, and these capture num
are never used to integrate the REs. From more re
work43,49 it is clear that these capture numbers can not p
duce the correct form of the ISD in the scaling limit.

Gibou et al.49,50 determined capture numbers from sim
lations using the level set method. In contrast to the KM
approach, the dependence of thess on s could be obtained a
different times. The reason is that, due to the mean fi
treatment of the adatom density, a meaningful value forss

can be measured at any time, and growth of the islands d
not have to be artificially suppressed. It was found that
functional form of thess changes as a function of time
There is essentially nos-dependence in the nucleation phas
and an~almost50! linear dependence in the aggregation ph
~cf. Fig. 5, upper panel!. The rate equations can be integrat
with these~time dependent! capture numbers, and the sha
of the scaled ISD in fact does agree with the one obtai
from LS or KMC simulations, and in particular does n
display a singularity. This is shown in Fig. 5.

But there is no analytic form forss that allows an inte-
gration of the REs fromt50, to get the proper ISD. The
reason is that there is substantial cross-correlation betw
the capture numbers and related capture areas, which lea
significant numerical noise in the results in Refs. 49 and
It is not clear at the moment whether better simulation d
will solve this problem, or whether there is a fundamen
limitation within this approach.

The ultimate reasons why it has not been possible to d
to find a functional form for all thess(t) are the following:
Different islands of a particular sizes have different capture
areas. This is so because of spatial fluctuation during
nucleation of islands. As a result, these different islands
size s grow differently, which is hard to incorporate into
single ss . Moreover, the correlation between capture e
ciency and the spatial distribution of islands is complica
due to nucleation. More precisely, the capture area~and thus
JVST A - Vacuum, Surfaces, and Films
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the capture number! of a particular island may change~dra-
matically! if a new island is nucleated nearby.

From the foregoing it is clear that any successful analy
treatment of the problem needs to consider the capture n
bersss as well as the capture areasAs . There has been som
progress in the past few years, but we believe that the p
lem has not yet been solved, and remains an area of ac
current research. Evans and Bartelt51 developed a formalism
where rate equations for the island densitiesns were comple-
mented by rate equations for the average capture areasAs . In
a different approach it was suggested by Mulheran a
Robbie52 that the problem might be solved by considering
joint probability distribution~JPD! for islands and capture
areas. Equations were introduced to describe the time ev
tion of the island density as a function of the island sizes,
and the size of capture areas,A. One complication that arise
is: ‘How are the capture areas treated in the case of a
nucleation event?’ In Ref. 52 the evolution of the captu
zones is modelled as a fragmentation process when new
lands are nucleated. The JPD then obtained agrees with
one obtained from a KMC simulation.

Amar et al.53,54 also utilized the idea of the JPD. The
made some significant simplifications about the effect
nucleation on the capture areas. In essence they assume
the capture area of thenth island is simply proportional to
the average capture area at the time. For intermediate va
of D/F their analytic model does indeed give better scal
of the scaled ISD. However, as mentioned in Ref. 55, and
is also evident from the simulation data presented by Po
scuet al.,54 the scaled ISD still exhibits singular behavior fo
larger values ofD/F. It was pointed out by Evans an
Bartelt56 that the reason for this might be an unphysical de

FIG. 5. Capture numbers in the aggregation phase as determined with
level set approach~upper panel!. Shown in the lower panel is the scaled IS
obtained from the time dependent~measured! ss , in comparison with the
original LS data~Ref. 50!. The solid line in the lower panel is an analyti
prediction from Ref. 45.
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function scaling form for the JPD, which results from th
fact that capture areas are not properly divided upon nu
ation of new islands.

A recent, and perhaps more realistic treatment of the
pact of nucleation on capture areas is given in Ref. 56. In
article, Evans and Bartelt study the JPD with a point isla
KMC simulation. Scaling of the JPD of the typ
F(s/sav,A/Aav) is established. But whether or not this late
approach yields capture numbers that give proper scalin
the ISD in the asymptotic limit, as (D/F) tends to infinity, is
currently still an open question that needs to be answere

B. Nucleation on surface defects

All the above discussion has been concerned with nu
ation and growth on a perfect substrate. But it is well kno
that many substrates are far from perfect, and indeed
contain impurities, surface point defects and/or steps, al
which may promote nucleation. Early examples, especi
in island growth systems, which are particularly sensitive
such effects, are given in several reviews.13,14,57 More re-
cently, attention has turned to nucleation of small particles
Ag, Pd, and Pt on oxides such as MgO~001! and
Al2O3(0001), which are of interest as model catalysts. Th
are now several reviews of these systems that can be
sulted for background information and detaile
behavior.58–61 There is an extensive theoretical literatur
based on cluster chemical,62 ionic pair potentials,63,64or den-
sity functional65 calculations. For the most part, these calc
lations are not yet at the stage where definitive reviews
be given, largely because of their extreme sensitivity
charge imbalance at the oxide surface, and at surface def
which may also be charged.

Here we discuss how defects have been incorporated
the framework of RE, KMC, and LS models. In all of the
models, the introduction of defect traps requires that
specify their density,nt , and the energyEt with which dif-
fusing adatoms are trapped. Within RE models, we can c
sider either irreversible trapping, such that adatoms can
leave the traps~so thatEt is irrelevant!, or reversible trap-
ping as illustrated in Fig. 6, where we can qualitatively ide

FIG. 6. Model for nucleation at attractive random point defects~densitynt),
which can be occupied by adatoms~densityn1t), clusters~densitynxt) or
can be empty~Refs. 19 and 67!.
J. Vac. Sci. Technol. A, Vol. 21, No. 5, Sep ÕOct 2003
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tify three regimes. This three-regime behavior has been
produced in a steady state rate equation model develope
the second author,64,66,67which focuses on the rate equatio
for the trapped adatoms, densityn1t , and considers nucle
ation on both trap and normal sites.

The rate equation forn1t is approximately

dn1t /dt5s1tDn1nte2n1tnd exp~2~Et1Ed!/kT!, ~11!

wherente5nt2n1t2nxt is the number of empty traps. Fo
simplicity we have assumed that the capture numbers
empty and filled traps are the same. In steady state, this e
tion is zero, and inserting the usual form forD;nd exp
3(2Ed /kT), we deduce

n1t /~nt2nxt!5A/~11A!,

with

A5n1Ct exp~Et /kT!, ~12!

whereCt is an entropic constant, which has been put equa
1 in the illustrative calculations performed to date. Equat
~12! shows that the traps are full (n1t5nt2nxt) in the strong
trapping limit, whereas they depend exponentially onEt /kT
in the weak-trapping limit, as expected. This equation is
Langmuir-type isotherm for the occupation of traps; the tra
ping time constant@t t , in analogy to Eq.~1!# to reach this
steady state is very short, unlessEt is very large; but ifEt is
large, then all the traps are full anyway.

The total nucleation rate is the sum of the nucleation r
on the terraces and at the defects. The nucleation rate e
tion without coalescence, analogous to Eq.~2!, is

dnx /dt5s iDn1ni1s itDn1nit , ~13!

where the second term is the nucleation rate on defects,
nit is the density of critical clusters attached to defects,s it

being the corresponding capture number. In the simplest c
where the traps only act on the first atom which joins the
and entropic effects are ignored, we have

At5n1t /n15~nt2nxt!A/@n1~11A!#. ~14!

Typically, there are three regions: a high-temperature
gion where adatoms visit the traps but can become detac
from them; a low-temperature region where the traps are f
but the nucleation density is largely unaffected, sincenx

.nt . In between, there is a plateau region wherenx5nt ;
this plateau is longer ifEt is higher andEd lower. The first
requirement is obvious, and the latter is required so that a
toms reach the traps before finding each other. This ste
state model calculation, originally intended for Fe/CaF2 ,66,67

is shown for particular energy parameters in Fig. 7.
This defect nucleation model contains several subca

depending on values of the parameters. An interesting
ample is Pd/MgO~001!, studied with atomic force
microscopy,64,68 where a single set of experiments has be
analyzed to put bounds on four energies; these data requ
high trapping energyEt and a low value ofEd , while also
being sensitive toEb andEa . In this case, the high tempera
ture portion of the data corresponds to the transition ti
53, so that individual adatoms remain attached to traps,
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subsequent adatoms can become detached. These featur
in semi-quantitative agreement with calculations62,64for trap-
ping of Pd in oxygen ion vacancies. The role of surfa
charges in stabilizing both surface vacancies on insulator
faces, and small clusters attached to such point defect
very marked. Currently, different calculations agree that s
effects are strong, but disagree on their ex
magnitude;62,64,65 more comparative work is needed in th
area.

The RE model described above predicts the number d
sities of islands, but~by construction! does not yield any
spatial information, as for example the shape of the ISD.
this purpose, nucleation on defects has also been investig
using KMC and LS simulations. An example is the work
Lee and Baraba´si,69 who showed in a KMC simulation tha
an ordered array of defect trapping centers can lead
regular array of islands on the surface. A recent
simulation70 showed that the scaled ISD in the case of re
larly spaced defect is a very sharp function~essentially ad
function!. In the same study it was shown that in the oppos
limit, when the defects are randomly distributed on the s
face, the ISD has the form of aG distribution.

The ISD is controlled by the spatial distribution of defec
when the mean diffusion length is comparable with or grea
than the distance between defect traps. This correspond
the upper end of the plateau regime, shown here in Fig
where the adatom catchment area is roughly the same a
regular Voronoi polyhedron around each defect site. Wh
the diffusion length is~much! less than the average distan
between defects, both the nucleation density and the
converges to that obtained during nucleation on defect-
terraces. The narrow ISD suggests that if one can con
experimentally the distribution of defect traps on the surfa
one can control the ISD. The goal of a uniform ISD is clea
desirable for applications; we note that this may also
aided by stress and diffusion fields; this topic is also d
cussed in the next section.

FIG. 7. Algebraic solution to rate equations for trapping energyEt50.5,
Ea51.16, Eb51.04, and a range ofEd values between 0.1 and 0.6 eV
Recalculated~Ref. 67!, after original model for Fe/CaF2(111) ~Ref. 66!.
JVST A - Vacuum, Surfaces, and Films
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C. Diffusion versus attachment-limited capture

The problem of determining capture numbers, and rec
progress, has been described in Sec. III A, especially for
termining size and spatial distributions in complete cond
sation. Most of this effort has gone into finding diffusio
solutions fors1 , s i andsx ~or ss in general!, especially for
the case of irreversible nucleation (i 51), which is appropri-
ate for STM experiments conducted at low temperatures.24,25

Low temperature deposition, even onto smooth clo
packed metal surfaces, can be conducted in a regime w
there is very little diffusion of adatoms during deposition.
such a case, essentially all motion occurs after deposit
and this regime, sometimes denoted byi 50, has been ob-
served experimentally for the case of Cu/Ni~001!,71 see also
Refs. 24 and 19. This regime implies no dependence or
nucleation densitynx on the fluxF, but nx increases andn1

decreases following annealing at either higher temperat
and/or longer times.

Immediately following deposition there are no spatial co
relations between adatoms on the surface, but diffusion
ing annealing establishes the spatial correlations, betw
adatoms and clusters, and between the adatoms themse
There is an initial, transient, regime in which the captu
number is time-dependent, before the diffusion solution
comes established. As discussed below, this transien
longer if there are~repulsive! interactions between adatom
leading to attachment-limited behavior.

Two sets of STM experiments have been conducted on
deposition and annealing of Cu adatoms on Cu~111! at low
temperatures.72,73 After deposition and subsequent diffusio
before observation, the spatial distribution is nonrando
with a preferred spacing between adatoms. This feature
been analyzed quantitatively to determine the long-range
cillatory interaction between Cu adatoms as a function
radial separation. In the second of these experiments, Cu
deposited at 16.5 K, to sub-ML doses (;1.431023 ML),
followed by annealing at various temperatures around 20
for times up to 20 min. At short distances, there is repuls
between adatoms, and this repulsion forms a barrier to
dimer formation; but once formed, dimers are complet
stable and do not diffuse.

These experiments test capture number models, as a
pulsive barrier of heightEB , or a repulsive energy landscap
of heightV0 , changes the form of the diffusion field aroun
adatoms and clusters, and reduces the capture number m
edly if EB /kT or V0 /kT.0.2. As shown recently,74 the full
time-dependent form of the capture numbers is required
obtain agreement between RE solutions and KMC simu
tions in the earliest stages of low coverage~sub-ML! anneal-
ing. The diffusion solution is almost sufficient when th
barrier is zero, but for finite barriers the diffusion solutio
is quite wrong, and the attachment-limited~barrier!
solution, ss52p(r s11)exp(2EB /kT) or ss52p(r s11)
3exp(2V0 /kT) is much closer.

Surprisingly, this form ofss can be appropriate, even fo
barriers smaller than the diffusion energy. Note also that
capture solution is similar to the form originally used b
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Zinsmeister,1 but now reduced exponentially by the Bolt
mann factor for the barrier. A related RE–KMC study b
Ovesson75 was applied to the deposition of Al/Al~111! as
well as Cu/Cu~111!. Fichthorn et al.76 have found similar
effects for Ag/Ag~111! and related systems. As emphasis
above, these low temperature, smooth surface systems,
respond to the case where there are small, close-range, r
sive interactions prior to attachment, which determine
progress of nucleation. These repulsive interactions may
coupled with~even smaller! long-range oscillations, though
to be due to surface state interactions, which determine
preferred adatom spacings after deposition.

A full solution for annealing, appropriate to Cu/Cu~111!,
is shown in Fig. 8. As a result of having the agreement
tween the KMC and RE solutions, one can extrapolate w
some confidence to other conditions, and compare with
experimental results.72,73These results showed no dimer fo
mation during 20 min at;17 K and the completion of dime
formation after 20 min at 22 K. As a result, Venables a
Brune74 were able to deduce that the barrier heightEB , or
alternatively the repulsive energy maximumV0 , for Cu/
Cu~111!, lies between 10 and 14 meV, as illustrated in Fig.
This figure is based on an integration of the REs for eachV0

value, up to the end of annealing~2 or 20 min! using the
knownEd value, which is (4061) meV for Cu/Cu~111!.25,74

The comparison with KMC simulations is excellent, but t
RE computation is much faster. This again points to a r
for RE solutions to summarize large amounts of computa
done by other methods.

D. Nucleation and Ostwald ripening

In 1900, Ostwald published a famous paper on the
proach to equilibrium for a solution where a dense phase
a dilute phase coexist.77 When the dense phase is present
the form of a distribution of compact clusters with differe
sizes, he argued that the Gibbs–Thomson effect78 provides a

FIG. 8. RE solutions forn1 and nx annealing curves as a function o
(D1t)0.5, for annealing at 16.5 K with attachment barriersEB50, 5, and 10
meV, compared to KMC simulations. The capture numbers used are b
on an interpolation scheme between attachment barrier and diffusion
tions, showing essential agreement with the KMC simulations. See tex
discussion of how these curves apply to STM experiments on Cu/Cu~111!.
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thermodynamic driving force for large clusters to grow at t
expense of small clusters. This phenomenon is called rip
ing or coarsening. The basic physics is the desire of
system to minimize the free energy associated with the in
faces between the two phases. Often ripening is a late-s
phenomenon, related to degradation of microstructures o
long times, and thereby unrelated to nucleation and growt
early stages, the topic of this article. However, there
some cases where coarsening needs to be considered, a
relationship between nucleation, growth and ripening is
interest in its own right. Some comments on this topic a
given below.

An authoritative review of the subject in the context
thin film growth is given by Zinke-Allmanget al.79 In a se-
ries of articles, this group has studied island coarsening, b
due to cluster mobility and to island instability. The ter
ripening is generally reserved for the latter phenomenon;
usually formulated in terms of the~adatom! diffusion coeffi-
cient and the edge energies of islands.

In an atomistic context, the rate of Ostwald ripening f
each island depends on the difference between attachm
and detachment rates to/from the island. The first quan
depends on the number of adatoms on the surface and
mobility D, while the latter is related to the detachment ra
Ddet and density of atoms that can detach. Ostwald ripen
can be incorporated into nucleation and growth models
several ways. For rate equations, there are at least two
Sec. II B, we have not relied in Eqs.~5! or ~6! on the idea of
a critical nucleus size, and can consider the possibility t
all clusters are to some extent unstable, both during dep
tion, and particularly during annealing. Then the differen
betweenssDn1 and Ddetgs is the relevant quantity to de
scribe ripening. Calculations with specific forms of the lat
term are described in Ref. 80.

An essentially equivalent RE approach, used by one o

ed
lu-
or

FIG. 9. RE solutions for annealing curves as a function of barrier heightV0 ,
at temperatures 17 K<Ta<23 K. Plotted is the ratio (n11nx) after a 2 min
anneal, divided by the initial valuentot5(n11nx) after deposition. These
curves use the time-dependent capture number expression as in Fig. 8
curves for 19 and 21 K are also compared with the KMC simulatio
Additionally a curve for annealing at 22 K for 20 min is given. See text
discussion of how these curves apply to STM experiments on Cu/Cu~111!.
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~J.V.!, is to modify the capture time (tc) in Eq. ~1!, to allow
for decay of ‘stable’ clusters. Integration of rate, or rate d
fusion, equations containing such terms does allow for co
petition between nucleation, growth and ripening duri
deposition, and also gives a good overall description of
nealing. This method has been applied to experiments
both Ag/Fe~001!81 and Ag/Ge~111! and Ag/Si~111!,82 and rel-
evant energies have been extracted. But for the semicon
tor systems82 there are details left to sort out, notably tho
concerned with small particle mobility and interdiffusion. S
far this rate-diffusion equation approach has only been te
in one-dimensional geometries.

One might imagine that KMC simulations would be
powerful tool to study 2D Ostwald ripening. However, w
are aware of only a single paper devoted to this subjec83

The reason is, for realistic values of the physical paramet
island detachment processes are so slow that good stat
require an inordinate amount of computer time. Con
quently, simulationists tend to focus on coarsening by isla
diffusion and coalescence,84,85 a scenario that is known to
occur for Ag~100!.86 Another approach that has been used
study Ostwald ripening is based on the boundary integ
method.87 This method is extremely efficient for solving th
diffusion equation~and hence island growth velocities! for a
surface morphology in the absence of nucleation and me

In recent studies the LS method described in Sec. II D
been used to simulate Ostwald ripening.88,89 The LS method
allows us to simulate nucleation and growth and subseq
coarsening within one unified approach, which is in contr
to the boundary integral method, where only the coarsen
of islands can be simulated efficiently. It was shown in R
88 that the predicted scaling behavior of the ISD, and
time evolution of the average island size, can be descri
very well within the LS approach.

One additional complication is that, in many systems
practical interest, we also would like to include the effects
stress in the islands, which gets larger during growth u
limited by the introduction of misfit dislocations. We a
presently quite a way from a fully quantitative model th
includes all competing effects such as nucleation, gro
~initial and stress-limited!, ripening or coarsening, cluste
shape fluctuations and transitions, stress-influenced inte
fusion, and so on. But many pieces of the argument ar
place. For semiconductor systems such as Ge/Si~001! the
high ad-dimer concentration and the small dimer–dimer
teraction relates to a high critical nucleus size~small super-
saturation! for nucleation and initial growth. The high den
sity of mobile species makes both Ostwald ripening a
cluster shape fluctuations relatively easy. For further disc
sions of this topic, and the role of stress and interdiffusion
the formation of quantum dots in semiconductor systems,
refer to recent reviews.90–93

IV. DISCUSSION AND FUTURE PROJECTION

Despite the large amount of work performed over the l
30 yr, even on submonolayer growth, there are many aven
still be to be explored. Some recent progress has been
JVST A - Vacuum, Surfaces, and Films
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scribed in Sec. III. From these examples, it is clear that e
new level of complexity requires new variables and mate
parameters for an adequate description of the model. The
a clear trend towards using at least two of the three ma
ematical methods, i.e., REs, KMC, and LS methods that
have described in Sec. II, for a comparison with experime
There is also a clear trend, which we have not yet emp
sized strongly in this article, to combine the results of the
methods, or the parameters needed as input for such m
ods, with MD simulations, and withab initio calculations
such as DFT or cluster chemistry computations. But to c
struct all such models, and do all of these calculations, e
for one system, represents a large amount of effort, whic
typically well beyond the capacity of one research grou
Thus the system has to be important enough, and the pos
results decisive enough, to warrant the investment, both
money and time.

Our main argument for investing time and money
growth modeling is that we need to understand the ba
processes in detail in order to be able to make worthwh
predictions. But, from an applied or industrial viewpoint, th
argument in favor of modeling is simply that the cost
experiment by trial and error is rising even faster. There
now so many process steps in producing a device that e
neers usually insist that experiments, even to introduce sm
changes, are performed under conditions essentially iden
to those used in production. In the semiconductor indus
for example, this means that large wafers, few and infrequ
experiments, and incremental change are the rule; mode
provided it is well-grounded enough to extrapolate to n
situations realistically, can be a much less expensive opt
There are several calculations in the recent literature wh
have this as an aim, and many process simulators for wh
collaborations and web sites are available.94

The challenge for the scientists working on such topics
to know enough about the system to model it with sufficie
confidence. It is well known, for example, that the wide
used chemical vapor deposition~CVD! technique presents
particular challenge to modeling, since a whole sequenc
processes occur, in the gas phase, on the surface, and d
desorption of the reactants. By contrast molecular beam
itaxy ~MBE!, which is the context for much of the wor
described here, is much less used in production, and is
used for the most demanding applications. The reason is
it cannot match CVD for speed of growth and selectivity
reaction, and because it is more costly to install and ma
tain. Somehow, these gaps have to be overcome in the fu
by the modeling methods described here, as emphasize
recent articles95 and funding initiatives.96

In this article we have not dealt in detail wit
coalescence25 nor with subsequent nucleation and growth
higher layers, which can in principle be formulated.97 There
are also more recent papers on this topic98–100but the num-
ber of effective parameters becomes rather large, so
most such work has focused on the submonolayer regime
described here. A particular current theoretical interest
cuses on the adatom statistics on the second and higher
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ers being different from the first layer, because of the nee
consider adatoms as belonging to a particular island, so
they cannot in general be considered to roam all over
substrate. We have not considered such effects in this art
and refer the reader to the above papers for ongoing dis
sion.

An ultimate goal for workers in this field would be t
have models that are robust enough, and fast enough, so
production processes could be directly controlled from
model predictions. As far as we know, no atomistic mo
has actually been developed in this direction, and imp
mented to date. Clearly, measurement of system parame
such as gas pressure, flow rate, source temperatures and
sequences are already used routinely for real time, in-s
control of CVD and MBE growth. Of the three types o
model discussed here, only REs are fast enough to acc
plish real time prediction, and it seems worthwhile to co
sider further development of such tools in the direction
on-line control.
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APPENDIX: DECAY AND DETACHMENT RATES

This Appendix amplifies the remarks made in Sec. II B
decay and detachment rates in the various rate equation
mulations. For example, we know that if single adatoms a
dimers are in local equilibrium, we haven25C2n1

2

3exp(2E2 /kT), a result originally derived by Walton,26 and
used in all models that contain the idea of a critical nucle
sizei greater than one. The general form of the Walton eq
librium relation for sizej is, in ML units

nj5n1
j (

m
Cj~m!exp~Ej~m!/kT!, ~A1!

where we take account of the possibility of different config
rations (m) at each sizej , each with a statistical weigh
Cj (m), which is an equilibrium property. Thus we can s
that for small clustersj < i , if we make the equilibrium as
sumption,U j50, and we have

s jDn1nj 215njG j . ~A2!

Thus the complete expression forG j must be

G j5s jD
(m21Cj 21~m!exp~Ej 21~m!/kT!

(mCj~m!exp~Ej~m!/kT!
. ~A3!

If we restrict consideration to the configuration that has
highest binding energy, and drop the configuration labelm,
we obtain

G j5~s jCj 21 /Cj !D exp~2DEj /kT!. ~A4!

This Eq.~A4! has the correct form as discussed above in
text for the general sizes, but also has the correct pre
exponential (s jCj 21 /Cj ) appropriate for subcritical clusters
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each of which has a dominant configuration. Assuming
single configuration is good for large supersaturation, bu
very questionable at high temperatures, close to full~3D!
equilibrium, when many fluctuations can be important. T
reason for proceeding with such assumptions in practic
that, under typical growth conditions, one or more of t
reaction rates are far from equilibrium, thus rendering
corresponding decay terms negligible.

The discussion in the text following Eq.~7! can be under-
stood as follows. By comparing Eq.~6! with Eq. ~A4!, we
see that local equilibrium for small clusters would corr
spond to

Ddetgs5~ssCs21 /Cs!D exp~2DEs /kT!, ~A5!

whereDEs5Es2Es21 is the same definition as previousl
Thus the two rate equation formulations both contain de
terms, which describe equivalent physical phenomena.
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