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Level-set method for island dynamics in epitaxial growth
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A level-set model for the simulation of epitaxial growth is described. In this model, the motion of island
boundaries of discrete atomic layers is determined by the time evolution of a continuous level-set fganction
The adatom concentration is treated in a mean-field manner. We use this model to systematically examine the
importance of various fluctuations in the submonolayer and multilayer regimes. We find that, in the submono-
layer regime for large values db/F, the dominant fluctuations are associated with the spatial seeding of
islands. We also show how different microscopic mechanisms can be included into this formalism. In the
multilayer regime, our model exhibits surface roughening.
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I. INTRODUCTION priate circumstances, be used to deduce microscopic param-
eters such as diffusion constants from experimental
Epitaxial growth and many other phenomena of practicameasurementsBut it has also been shown that the simplic-
interest in materials sciences occur on time and length scaléty of such a model together with the lack of spatial informa-
that span many orders of magnitude. The most basic physicgbn has also led to some incorrect interpretations of experi-
processes that occur during epitaxial growth occur on thenental datg.
atomic scale, i.e., on length scales of the order of Angstroms, Continuum models based on partial differential equations
and time scales that reflect the typical atomic vibration fre{PDE’s) are appropriate mainly at large time and length
quencies(i.e., 10 ** s). On the other hand, a typical opto- scale€*® By construction, features on the atomic scale are
electronic device might be up to several microns in size, an@\eglected, so they are poorly suited to describe growth on
its growth can take minutes or even hours. Thus, modelinghis scale. However, since continuum models as well as rate

epitaxial growth presents an enormous challenge to theoregquations, are based on differential equations, they are ame-
ical physicists and material scientists. Moreover, some of th@able to analytic treatments that can elucidate, e.g.,
phenomena that occur during epitaxial growth are inherentlasymptotic or stability properties.

stochastic in nature, and an ideal model would seamlessly An alternative to the completely analytic approaches are
combine the different time and length scales, but includextomistic models that explicitly take into account the sto-
only the neccessary fluctuations. chastic nature of each microscopic process that may occur
The models that are typically used to describe epitaxialuring epitaxial growth. They are typically implemented in
growth are either completely stochastic or completely deterthe form of molecular-dynamicéMID) (Ref. 6 or kinetic
ministic. Mean-field rate equations that were introduced tavionte Carlo(KMC) (Ref. 7) simulations. While MD simu-
this problent aimost 30 years ago are a set of coupled ordi{ations are very useful for identifying relevant microscopic
nary differential equations. They are easy to formulate anghrocesses, their time and size limitations make them unfea-
easy to solve. The density of adatomsand of islands of sible for studying epitaxial growth on technologically rel-
sizes, ng, are given by equations of motion of the form  evant time and length scales. KMC simulations, on the other
hand, have been used successfully to study qualitative, and in
ﬂ=F—2Daln§—Dn12 Tan,, 1) limited cases, quantitgtive, behavior of growth. They alloyv
dt &1 for easy implementation of a large number of microscopic
processes, whose rates are ideally obtained from first-
dng principles calculation§. However, the occurrence of very
Gt~ PMu(os-1ns-1—osng)  foralls>1,  (2)  fast rateswhich is particularly relevant at higher tempera-
tureg ultimately limits the applicability of these methods to
where F is the deposition fluxD is the surface diffusion larger systems.
constant, and theg are the so-called capture numbers for  Previously, we have introduced a model to describe epi-
islands of sizes. However, these equations contain no spatialtaxial growth?!° the island dynamics model, that might be
information, and thus do not readily yield information on considered a hybrid model between continuum, PDE-based
surface morphology. Moreover, the physical meaning of thenethods, and atomistic, stochastic methods. The numerical
input parameters in terms of the underlying atomistic pro-solution of the model is based on the level-set methdd,
cesses is often unclear. In spite of these drawbacks, sevenghich is a general technique for simulating the motion of
results of nucleation theory have been successful in elucidatnoving boundaries. This model allows us to describe epitax-
ing basic aspects of epitaxial growth. In particular, scalingial growth as continuous in the plane of the surface, yet it
results derived from nucleation theory can, under the appraalso allows us to discretely resolve each atomic |&yer.
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where F is the deposition fluxD is the surface diffusion
constant, and the last term on the right-hand side is the rate

(e) of nucleation of new islands on the surface. The velocity of
[ S B c— the island boundaries is determined by the flux of adatoms to
NINNNANNNNN ~ ~ the island boundaries, and is given by
(d) vy=a’D(n-Vp~ —n-Vp™). (5)

3 || SRS A, W —
e ::0 _/JL\ The superscripts«) and (—) label the contributions from

above and below the island boundary, amds the lattice
constant. With expressiofb) the shape of the islands is es-
sentially circular, but it is easy to alter it to change the shape
of the islands. For example, it was shown that the velocity
can be modified to obtain squateor triangulat® island

Moreover, different sources of fluctuations can be isolate¢hapes to mimic an underlying cubic or triangular lattice
and studied individuall}? It is the aim of this paper to de- _structure. All the data shown in this paper are for c_|rcular
scribe in detail the model, justify its approximations, andislands, but we have checked that they are essentially the
present results. same for square |slqnd§.POSS|bl_e modlflpatlons to Eq5)

This paper is organized as follows. In Sec. II, the detailghat eff(_ecnv_ely describe other microscopic processes such as
of the model are presented. In particular, we will explain ang®dge diffusion or detachment will be discussed later.
justify some of the approximations and choices that are N order to solve the diffusion equatidi), a boundary
made. In Sec. I, results for the submonolayer growth re_condmon_ nee.ds to.be specified. For the case of irreversible
gime will be discussed. We then describe how additionaf99regation, in which all atoms are adsorbed by the bound-
atomistic processes can be included in our model in Sec. \&TY. the standard continuutabsorbing boundary condition
Results that pertain to the multilayer growth regime will be!S
given in Sec. V. Finally, we will discuss the relevance of this

FIG. 1. A schematic representation of the level-set formalism.
Shown are island morphologid€keft side, and the level-set func-
tion ¢ (right side that represents this morphology.

model and its implications for modeling epitaxial growth in px0)=0 forallx with ¢(x1)=012.... (6)
Sec. VI We will show below, however, that this boundary condition
is only valid in the limitD/F — . Otherwise, it needs to be
Il. THE MODEL corrected such thap=0 in a region around the island

boundary that igat least one lattice constant wid¥. The

solution to the level-set function and the adatom concentra-
The main component of our model is tha{zero thick-  tion are both obtained on a numerical grid wittx n grid

nes$ boundary curvd’,, such as the boundary of an island points that represents a physical substrate of sizé.. De-

of heightk+ 1 can be represented by the getk, called the tails of the numerical implementation have been given

level set of a smooth functionp, called thelevel-set func- elsewheré?

tion. The boundaries of islands in the submonolayer regime

then correspond to the set of curves-0. A schematic rep- B. Time dependence of island densities

resentation of this idea is given in Fig. 1, where two islands . . . . .
on a substrate are shown. Growth of these islands is de- For the case of irreversible aggregation, a dirfeemsist

scribed by a smooth evolution of the functign[cf. Figs. ing of two atoms$ is the smallest stable island, and the nucle-

A. Equations of motion and boundary condition

1(a) and 1b)]. The boundary curv&'(t) generally has sev- ation rate Is
eral disjoint pieces that may evolve so as to mé¢Fkijg. 1(c)] dN
. nuc 2
or split. at =Do(p°), )
For a given boundary, the level-set functignevolves

according to where(-) denotes the spatial average gix,t) and
¢ v.Ve=0 3 S 8
g TV Ve=0. ® T nE (T )(p)DIF] ®

wherev is the boundary velocity. The normal component ofis the adatom capture numbey Please note that the nucle-
the velocityv,=n-v contains all the physical information of ation densityN,is slightly larger than the island densit;
the simulated system, whereis the outward normal of the and that the two only agree before coalescence. The param-
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0.006 ' l ; l ; T ' x at timet. If this distribution function were known for every
I 1 configuration of islands that arises in, e.g., a KMC simula-
tion, then by selecting the next nucleation event properly
from this distribution in a level-set simulation, the ensemble-
0.004 - . averaged island statistics would be exactly the same as those
3 produced by the KMC simulation. The problem, of course, is

0.005

Q

2 0.003F - that this distribution function is not known, and therefore an
Z ey assumption must be made. There is a clear choice, however.
0.002 4 Because the adatom density is extremely low in an

L ] ensemble-averaged sense, we would expect the probability
0.001 - of nucleation to be proportional {o(x,t)?, the square of the
| local (spatially dependehtadatom density that is determined
) ) . ) . ) by Eq.(4). We refer to this nucleation scheme as probabilis-
0 0.05 0.1 0.15 0.2 tic Seeding_
Coverage We have tested this assumption using KMC simulations in

) B ) _two artificial, but representative, geometries. The first geom-
FIG. 2. Nucleation densities as a function of coverage obtaine try is a square lattice of sizewith periodic boundary con-
from KMC simulations. The dashed lines are island densities Ob'ditions in one direction and a perfect sink for adatoms along
tained by integrating the adatom density given by the simulation§
using Eq.(7), the solid lines are the actual number of islands. The
three sets of curves are f@/F=10 (highest densitids D/F
=10° (intermediat® and D/F=10" (lowes). The simulation data
represents averages over eight lattices of kizel500.

he remaining two boundaries. The other geometry is a
square lattice with periodic boundary conditions in all direc-
tions and a perfect sink for adatoms at one site at the center
of the lattice. This second situation is equivalent to a periodic
array of point sinks for adatoms separated by the lattice di-
eter « reflects the island shape, amd=1 for compact is- mensionL. The initial conditions are no adatoms on the lat-

lands. Expressiofi7) for the nucleation rate implies that the tice at timet=0 and a constant fluk of adatoms for alk
time of a nucleation event is chosen deterministically. When->0- The two geometries correspond to the case of very large
ever N, L2 passes the next integer value, a new island idfIr'St cas¢ and very small(second caseislands, with the
nucleated. Numerically, this is realized by raising the level-YPical situation being in between. o ,
set function to the next level at a number of grid points It is |m_pract|ca_1I to compute t_he fu!l d_|str|but|on functl_on
chosen to represent a dimer. The choice of the location of thE (X:1), since this would require binning the nucleation
new island is described below. events that occur at each lattice site in a time mt_eNalhat

We have tested carefully the validity of expressigh IS small in comparison to the _temporal changePR.hnstead,
with KMC simulations. In our KMC model, adatoms are W€ have integrated out the time dependence fot=ald to
allowed to diffuse over the surface with a diffusion constantoPt@in P(x). This is done by running simulations until the
D. Once an adatom reaches an island edge, it can diffud¢M€ an island nucleates, then stopping. The position at
along the island edge as long as it has only one neare¥fhich the island nucleated is recorded and an ensemble av-
neighbor, but it is not allowed to detach again. This is doneerage of this quantity over independent simulations is then
to ensure compact island shapes. Thus, the rate for an atoR¢’formed to obtairP(x). This nucleation probability must
to move can be written aB .y, Dexp(—mE,/kgT), where then be compared to the time-dependent adatom density that
the environment-dependen(te ggrammero for single ada- is calculated from independent simulations in which the ada-
toms,m=1 for singly bonded step-edge atoms, ane toms do not interact. This is equivalent to solving the diffu-
for higher coordinated atoms. This KMC model is also usedsion equation for the adatom density with the boundary con-
in this paper to validate certain level-set results. More detailditions described above and corresponds exactly to the
of the KMC model are given in Refs. 18 and 19. quantity that is caICL_JIated in th_e_ level-set S|mulat|ons._ We

Figure 2 shows a comparison of the nucleation densitPOmPare the _nucleatlon probability to the adz_itom dens_lty at
N obtained from KMC simulations with calculated island the time that is assumed for the next nucleation event in the

nuc . .
densities that were obtained from integrating Eg). with  island dynamics model
values forp as obtained from the simulation. The agreement .
between the sets of two curves for different value®oF is. DLZJ o(p(x,1))2dt=1, (9)
excellent. We note that we obtained best agreement wvith 0
=1.05(cf. below in Eq. (8) for o;. ) . .
where(p(x,t)) is again the spatially averaged adatom den-
sity.

Figure 3a) shows the nucleation probability density plot-

While the time of nucleation is chosen deterministically,ted as a function of the adatom density for the line sink
the model allows for a stochastic choicewdfiereto position  geometry. Each data point corresponds to the average of the
new islands. For a fixed geometry, the nucleation event staiucleation and adatom densities at poirtselated by the
tistics are fully specified by the distribution functié?(x,t), symmetry of the system. The solid lines are a fit to a qua-
the probability density that the next island nucleates at pointiratic function. These data demonstrate clearly that the

C. Nucleation probability
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8x10*
= i
2 0.0006 > .,
3 = 6x10
d z
% 0.0004 1 a
[=
2 a
o 4
b O DIF=10° g 10
2 0.0002 O D/F=10° 4 .g
7
O DIF=10 2
2 2x10*
0 . . : Z
0
2 00004 (b) i Ny
3
8
S 0.0003 E
DS' FIG. 4. Nucleation probability as a function of positigifor the
&= 0.0002 ‘ ] ] line sink geometry and system sike=50. The circles, squares, and
2 OD/F=10 diamonds are simulation data f&/F values 18, 1(f, and 16,
2 0.0001 | ggi:ﬁjg, . respectively. The solid line is the analytic functiéty(x) as de-
- scribed in the text. The simulation data represent averages over one
0 i . . . million configurations.
0 0.0005 0.001 0.0015 0.002

Adatom Density The first geometry described above allows for an analytic

FIG. 3. Nucleation probability as a function of adatom density (Stationary solution in the largd- limit:
for KMC simulations with(a) the line sink geometry an¢b) the
point sink geometry, both with system sike=50. Solid lines are F
fit§ .to a qugdrati; function. The data represent averages over one p(x)= EX(|__X)_ (10)
million configurations.

ensemble-averaged nucleation probability density is indeeahIS enables us not only to validate the procedure used to

proportional to the square of the local average adatom dereer_form the corresponding KMC simulations, but als_o to ex-
sity for all values oD/F shown. Figure @) shows the same amine how plose_the system is to steady state_ relatlve. to the
) _nulceation time[given by Eq.(9)] and relate this quantita-

data for the .p0|'nt sink geometry, Whe“? S'm"".ﬂ agreement I1°.’ively to the nucleation probability. Figure 4 shows the nucle-
found. This indicates that the assumption being used for thg,n nronability density plotted as a function of position
pla_cement of nucleated islands in our model is !ndepende%r the line sink geometry. Also showsolid line) is Po(x)

of |slanq geom_etry. Careful e_xanjlnathn of the fits to a full ypiained from squaring the steady-state adatom defSiy
quadratic functiorfi.e., a function including a constant and a (10)] and properly normalizing the distribution. As would be
linear term show small deviations from a pure quadratic expected Po(X) is independent oD/F and the simulation
[P(p)=Ap?®] form. However, these deviations are smaller data clearly show tha®(x) approache®,(x) for largeD/F.

for larger D/F and also go to zero as the fit is done overFrom this data we conclude that the nucleation probability is
successively smaller ranges @f This is not surprising since independent oD/F asD/F—o and that the system is very

a pure quadratic form is the expected mean-field result, validlose to the stationary regime f&x/F larger than 16.

in the limit of low adatom density. We have also compared In addition to the probabilistic seeding style, we tested
the nulceation probability to the adatom density at severaseveral other seeding styles. The two that have already been
different times other than the one given above and find thatliscussed in detail in Ref. 14, we refer to as random and
the quadratic dependence pfiis, in fact, valid over nearly ~deterministic seeding. During random seeding, the location
the entire time in which significant nucleation occurs. A veryof the new island is chosen completely randomly, without
similar methodology has recently been (e investigate  consideration of the value of the adatom concentration. This
the nucleation probability as a function of adatom density forseeding style might be relevant, for example, when nucle-
geometries and boundary conditions similar to those deation occurs not because two atoms need to meet, but when
scribed above as well as boundary conditions correspondingandomly distributeflsurface defects act as nucleation cen-
to an infinite step-edge barrier. Our results are identical tders. In contrast, during deterministic seeding, a new island is
those found for the case of an adsorbing boundary conditioalways seeded at the position whesehas its maximum
(p=0). Castellano and Pofffl also found that for the case of value. One might refer to any seeding style as probabilistic
an infinite step-edge barrier, the correlation betwpérmand  where the probability is weighted with the local valuepdt

P(x) breaks down; the physical interpretation for this is notAs p increases, the seeding style becomes progressively
yet clear, and more work would be required for extendingmore deterministic. Then random seeding corresponds to
our methods to cases with large step-edge barriers. =0, probabilistic seeding tp=2, and deterministic seeding
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to p=cc. Results in the submonolayer regime, and in particu-
lar results that compare the different seeding styles, will be
given in Sec. Ill.

D. Multilayer growth

We have extended the level-set model to multilayer
growth, where the boundaridg, of islands of heighk+1
are defined by the set of points wheree(x,t) =k [cf. Fig.
1(d)]. We emphasize that no additional input to the model is
needed to describe nucleation in higher layers. When islands
are small, the solution of the diffusion equation yields only
very small values for the adatom concentration on top of
islands. Therefore, for small coverages in lalgenucleation
in layerk+1 is negligible. However, as a laykrgrows and
nears completion, the adatom density on top of ldyén-
creases, leading eventually to nucleation of islands in layer
k+1. Results in the multilayer growth regime will be dis-
cussed in Sec. V. There are indications in the liter&futeat
the nucleation rate for islands on top of islands might have a
different functional form. However, this seems to be relevant
only in the presence of darge step-edge barrier. Moreover,
our results shown below indicate that the nucleation rate
used in our model is correct.

Snapshots of the results from a typical level-set simula-
tion are shown in Fig. 5. Shown is the level-set func{ibiy.
5(a)] and the corresponding adatom concentration obtained
from solving the diffusion equatiod) [Fig. 5b)]. The is-
land boundaries that correspond to the integer levels of Fig.
5(a) are shown in Fig. &). Dashedsolid) lines represent the
boundaries of islands of height (). Comparison of Figs.
5(a) and gb) illustrates thatp is indeed zero at the island
boundariegwhere ¢ takes an integer valjie

Ill. RESULTS FOR SUBMONOLAYER GROWTH

All the quantitative results presented in this paper will be
compared to results from a KMC simulation for irreversible
aggregation on a cubic latti¢&1° This KMC model includes
the same physical processes as the level-set model. Adatom
deposition and diffusion are simulated with ratesand D
that have the same physical meaning as described above. In
addition, we included fast-edge diffusion in the KMC simu-
lation, where singly bonded step edge atoms diffuse along
the step edge of an island with a rddggge > This process
has been included to obtain compact islands, since the level-
set model leads to compact islands by construction.

A. Island densities

PHYSICAL REVIEW B65 195403
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FIG. 5. Snapshots of a typical level-set simulation. Shown are a

) ) 3D view of the level-set functiofa) and the corresponding adatom
~ During growth of the first monolayer on a clean substrate concentration(b). The island boundaries as determined from the
it is possible to distinguish between the nucleation phase, th@teger levels in(@) are shown in(c), where dashedsolid) lines

growth or aggregation phase, and the coalescence
The regimes before coalescence are also often collectively

aS€eorrespond to islands of height(2).

called the regime of submonolayer growth. The submonofeatures of relevance in the multilayer growth regime are
layer growth regime has been the focus of a large number afonnected to the morphology in the submonolayer growth
studies. One reason is that it is simpler to study this growtlregime and atomistic processes reveal themselves in the sta-
regime compared to the multilayer growth regime, as comtistics of island sizes and morphologies.

plications and additional effects due to coalescence and

We therefore start the discussion of the results of our

roughening are not relevant. Moreover, many morphologicalevel-set method by focusing on the submonolayer growth
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0 s
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D/F FIG. 8. Time evolution of the island density for different
FIG. 6. Log-log plot of the island densitd as a function of  system sizes wittD/F =10°.
D/F for the different seeding styles in comparison with data ob-
tained from a KMC simulation. highest, while during deterministic seeding, the number of
islands is the lowest. The explanation for this will become
regime. It is known that for irreversible aggregation, the apparent below.

number density of islands scales according to We also note that the island density is converged with
respect to the system size for surprisingly small system sizes.
N=(D/F) 3, (11) In Fig. 8, we show results of the time evolution of island

i o o , densities forD/F = 1P obtained with different system sizes.
The island densit\ is shown in Fig. 6 as a function @/F  cjearly, the result is essentially unchanged for the island den-
obtained with our model with probabilistic seeding, as wellgjies for systems of size larger than 90. This is very different
as with random and deterministic seeding. All data exhibitiyan the behavior observed in KMC simulations, where con-
the expected scaling behavior. While the data obtained Witk}ergence is only reached at much larger system &g
random seeding is slightly larger, the probabilistic and deterSpeculate that this behavior is an effect of the mean-field
ministic seeding style are essentially indistinguishable fromeaiment of the adatoms, which will be discussed in more
each other. However, a detailed comparison of the time evoyetajl in Sec. VI. It justifies our choice of the relatively small
lution of the island densities reveals that there are systematigyiice size ofl. =180 for most of the results presented here.
differences between the different seeding styles. This can be
seen in Fig. 7, where the island densiyas a function of
coverage® is shown forD/F =1CP. The qualitative depen-
dence on the seeding style for different valuesDuF is The island density discussed so far does not provide any
similar. During random seeding, the number of islands is thepatial information. A quantity that provides a very useful
measure of the spatial correlations on the surface is the
island-size distribution. It has been shown in many
theoreticad® 2" and experiment&f?° studies that the island-
size distribution scales according to

B. Island-size distributions

0.004

0.003 ®
Ns=—-0(S/Sy,), (12
Sav
whereng is the density of islands of sizs,, is the average
island size, and@)(x) is a scaling function.

-~ Random We have shown in Ref. 14 that only the island-size distri-
0.001 T Ere‘;i’frg'l'rf;'t‘l’c bution obtained with the probabilistic seeding style agrees
‘ with the one obtained from a KMC simulation, and with

experimental data for Fe/F#01).2 The size distribution ob-
tained with the randonfdeterministi¢ seeding style is sig-
0 0 0 65 01 0.15 0.2 nificantly broader(narrowej. As p increases, the size distri-
9 _butlon pecomes ;harper and narrower. The reason is that with
increasingp, the islands are seeded further apart from each
FIG. 7. Time evolution of the island densitidsobtained with  other(there are fewer islands in “unfavorable” sijesnd the
the different seeding styles f@/F=10°. lattice is divided more efficiently. This is the reason why the

Z 0002 | /
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0 : . : : FIG. 10. Capture numbeis, as a function of island-size The
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s/s,, c=0.353.

_ FIG. _9. Scaled islan_d-size distribution for square-shaped ang)psapne scaling in coverag® and inD/F for the capture
C'rCUI_ar(;BSIandS' Shown is data for a coverageof 0.2 ML and .\ hers as a function of island-size, scaled by their respec-
D/F=10". The dotted line is a guide to the eye. tive averages® Our results suggest that the capture numbers
have, as a first approximation, the functional fosrp=as?
+bs+c (where we obtained the best fit with=0.134, b
=0.484, ancc=0.353). The quadratic fit is shown as a solid
line in Fig. 10. A similar form was also found in recent work
by Amar et al3! While the quadratic term is small, it is a

number of islands decreases as the paranpaterreasescf.
Fig. 7). The observation in Fig. 4 that the nucleation prob-
ability is always spatially broad, even for lar@®F, sup-
ports the conclusion that “deterministic” nucleation, which

would correspond to a delta function B(x), cannot lead to rather important correction to the linear fit that was previ-

theV\(/:grrr]Z?/teli;gdtsgztgddl;tenbel#IeocT.of the island shape on &S published® A strict linear dependence of; ons leads
Vs TIGVE ; : be © a singularity in the island-size distributidhput a small
size distribution. Figure 9 shows a comparison of the island-

size distribution obtained from simulations with circular- andquadratic correction avoids this singularity. A more detailed

. ) ; . .. analysis of the exact form of the capture numbers can be
square-shaped islands. It is evident that the size distributio und elsewherd334
are |nd|st|ngU|shab!e. The reason is that the distribution o The capture numbers and the capture zones are related
the capture areas is not affected at all by the shape of thg 5

islands. As discussed in Ref. 14, it is the distribution of the

capture areas that determines the distribution of the island- =
sizes. o5~ D_nlAS : (14
C. Capture numbers whereA, is the average area of the capture zones of islands

The level-set method as described above gives us an ea8y Sizes. We have verified that the'; as computed by Eq.
way to calculate the capture numbers that are needed in (13 and as computed by E¢14) are indeed in excellent
the rate equationsl), (2). More precisely, thes, can be agreement. _ _ _
computed by monitoring the rate of aggregation of adatoms One can now integrate the rate equatiohs (2) with the
to that island. Consider an island of sizwith boundany’s. ~ Capture numbers that are shown in Fig. 10. It was shown in
Growth of this island, as described by the velogity, is due Ref. 32 that the r(_esultlng |slar_1d-5|ze dlstr|but|pn is in excel-
to the migration of adatoms toward this islatahd subse- Ignt agreement with one obtgmgd' from the original level-set
quent capture The rate of aggregation of adatoms is thensmulatl_on._lt is essentially indistinguishable from_ the one
equal to the rate of change in area, which is expressed easifi?oWn in Fig. 9. Thus, our level-set approach provides some
in terms of the level-set function af&svndrs_ Therefore, Mmportant information that is needed in the quest for incor-

the capture number of this island can be expressed as porating spatial infgrmation in the parameters of a mean-
field approach that is based on rate equatins.

fr vpdlg D. Atomistic effects in boundary conditions
S

US:D—nl' 13 At last, we would like to comment on the validity of the
boundary condition thap=0 at the edges of islands. This
We emphasize that in our approach each island is allowed tboundary condition implies that is nonzero anywhere on
grow in its own environment, and that the spatial extent ofthe surface, except along a one-dimensional [wé&h no
the islands is properly taken into account. The results obspatial extent along the island boundaries. This does not

tained for the capture numbers are shown in Fig. 10. Weake into account that adatoms typically reside on an adsorp-
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0.008 | ' ' The reason is simply that the relative importance of the
e boundary region decreases, because the average island-size
increases. Thus, in the limit &/F—oo, we reach the con-
tinuum limit where the effects of the discrete size of the
lattice constant can be neglected. We have also looked at the
island-size distribution obtained with this improved bound-
ary condition. It is not shown here, but is indistinguishable
from the one shown in Fig. 9.
Finally, we would like to make the following observation.
In order to get best agreement in a comparison of the actual
island density with the integrated island dengit§. Fig. 2),
we chosex=1.05 in Eq.(8). A physical interpretation oé
can be found in Ref. 17, where the radius of an island and the
square root of its size are related throughThis correction
0 0.05 01 015 0.2 that leads to an effective radius was introduced to mimic
8 anisotropic island shapes. For an island with radius, 20
=1.05 implies that an effective island boundary is offset by
FIG. 11. Island densitN for different values ofD/F for the  a, the atomic lattice constant. F@/F=10° the average
boundary condition that includes the discrete size of the atomi¢nterisland spacing is approximately 20n the precoales-
lattice constant, as described in the tésdlid lines. Data is shown  cence regime. Thus, an alternative interpretation of the effec-

in comparison with KMC resulttdashed linesand results obtained tive radius introduced in Ref. 17 is the atomic size effect
with the original boundary conditio(dotted lines. described in this section.

0.006 | DIF=10°

Z 0.004 |

0.002

tion site that has th@atera) size of the atomic lattice con-
stanta. Thus, there cannot be an adatom next to the island
boundary within a distance, since this atom would be part The model and the results discussed so far are valid for
of the island. Neglecting the spatial extent of this boundaryirreversible aggregation. In particular, it has been assumed
region is a reasonable approximation in a true continuunthat only one effective microscopic parameter is needed,
picture, where the width of such a boundary region is smallvhich is the surface diffusion constabt This surface dif-
compared to the larger features such as islands and terracégsion constant might simply be the rate of hopping of an
For growth on a singular surface under typical growth con-atom from one lattice site to a nearest-neighbor site. It might,
ditions, however, the averagéatera) size of an island is however, also be an effective parameter that describes diffu-
only 1 to 2 orders of magnitude larger than an atom. Thussion due to different, competing mechanisms, such as hop-
the spatial extent of the boundary region might not be negping and exchange. As the temperature increases, other mi-
ligible. croscopic mechanisms might become relevant, which can
We have tested the effect of the discrete size of the bounckasily be incorporated into our level-set framework. Here, we
ary region by implementing a boundary condition, where discuss briefly three mechanisms referred to as edge diffu-
=0 in a region around each island that has wiat Atoms  sion, diffusion over a step edgéften called Ehrlich-
that would be deposited within this boundary region areSchwoebel barriéf), and detachment of atoms from a step
added to the velocity of the island bounddty ensure mass edge.
conservatiop The width of the boundary region might even  In a discrete, atomistic method, singleomplete”) at-
be larger thara, as there are kinks and defects along a stemms are attached to selected sites at certain time steps. In the
edge. But a choice dodi is appropriate for very compact is- absence of edge diffusion, this attachment of isolated step-
lands, which corresponds to the case of fast-edge diffusioredge atoms creates an instability, which is then the origin for
The island density obtained from this model is shown in Fig.fractal-like growth. In such atomistic models, and for many
11 in comparison to the original model, and also in compari+eal systems, it can be surpressed by edge diffusion. More
son to results obtained from KMC simulations. The new re-precisely, edge diffusion surpresses the onset of an instability
sults agree very well with those obtained from the KMCuntil the length of a step edge is comparable to an edge
simulations. The absolute values fdrare smaller with the diffusion length. This is in contrast to our model, where a
new boundary condition. The reason is that there is now #action of an atom is attached to every site along the island
significant fraction of the surface whepe=0. As a result, boundary at every time step. Without island-island correla-
the nucleation rate, and hence the island denbityde- tion, and without numerical effects, an island would, there-
creases. fore, never become unstable and grow “fingers.” Thus, the
These results indicate that under typical growth condi-mean-field treatment of the adatoms in our level-set method
tions the size of the boundary region should not be neglectedan be interpreted as effectively capturing edge diffusion. In
in quantitativestudies; forqualitativebehavior, however, the practice, our model also develops instabilities that lead to
original boundary condition as given by E&) and typically  fingering because of numerical instabilities and island-island
used in continuum models is fine. The difference between theorrelations. But these instabilities develop on a very differ-
two boundary conditions becomes smalleDd$ increases. ent time and length scale than in a discrete, atomistic model.

IV. ADDITIONAL ATOMISTIC PROCESSES
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In particular, the size of the fingers and the time when they 015 [ ,
start developing is determined by the numerical resolution — D/F=10]
n/L of the physical system, while in an atomistic model the 01 L ———- DFF=10
width of the fractal fingers is intimately connected to the o
atomic size and the value of edge diffusion.

: i 0.05

However, there is no mechanism in our model that pro-
vides for smoothing of the island edges after the coalescence
of islands. It has been shown in a number of studies that edge 0
. . - - 015 |
diffusion has a pronounced effect on the roughening transi-
tion in the multilayer growth regim&*8 Therefore, it is im-
portant to incorporate edge diffusion into the model, and we 0.1 ¢
modified the expression for the velocity in our model to o
0.05
vh=a’D(N-Vp~ —n-Vp*)+Deggd k—K5,), (15

whereD gygerelates to the edge diffusion rate, adind «, 0y 5 4 6 8
are the local and average curvature of the island. We would Coverage (ML)
like to note that we chose a dependencecerk,, instead of
a dependence on the second derivativec dfecause of nu- FIG. 12. Oscillations of the step-edge density for different val-

merical efficiency. The expression we chose is conservativeles ofD/F obtained with the level-set methddpper paneland a

and we believe that during growth it captures the main efcorresponding KMC simulatioiower pane).

fects of edge diffusion. The effect of edge diffusion is par-

ticularly pronounced in the multilayer growth regime. Re-sition flux), and the material systerti.e., the value of the

sults obtained with Eq(15) for the velocity will, therefore, ~microscopic parametexsAt the same time, the average lat-

be discussed below. eral feature size increases in higher layers, which we will
Atoms that diffuse toward a step edge might have a bartefer to as coarsening of the surface. This roughening and

rier for incorporation into the step edge that is different thancoarsening can be measured by studying quantities such as

the diffusion barrier, and also different depending on whethethe surface roughness, step-edge density, or island density

the atom is coming from the terrace above or below the steper layer, which will be the focus of this section.

edge. We note that such an additional step-edge barrier can,

in principle, also be included into our model through a modi- A. Step-edge density
fication of the boundary condition, but such a modification o )
has not been considered here. The step-edge density is a good measure to describe the

An atom that attaches to an island boundary gains a cefiuality of the layer-by-layer growth. Moreover, it is believed
tain amount of bond energy. However, if the activation tem-0 be a good representation of the intensity of the specular
perature is sufficiently high, it can also detach again from théeflection high-energy electron-diffraction spot, which is a
island boundary. This process is described by a microscopi¥ery commonin situ sensor during epitaxial growth. In Fig.
rate that might be called the detachment rate. Thus, in ordey2 (upper panslwe show the time evolution of the step-edge
to describe within our model epitaxial growth at higher tem-densityq for different values oD/F, whereq is defined as
peratures, or processes close to equilibrium such as islarfje total length of all the island edges divided by the lattice
ripening, the detachment rate has to be included into ou$iZ€: It is evident that] exhibits (_)scnl_atmns, where the pe-
model. This can be done by addingreegative detachment riod relates to the layer conjpleyon time. The absolute value
velocity term to the normal velocity,,. Probably the most ©f g depends orD/F, and is highest for lower values of
important consequence of this process is an eventual breakiyF- The reason is that for lower valuesfF, the number
of very small clustergi.e., dimers. The stochastic nature of Of islands on the surface mcreas@sh_ﬂe their S|ze_de—
such breakup events can be accounted for by defining a prof€aseg and as a result the total perimeter of all islands
ability for breakup that is also determined by the detachmeniicreases. Moreover, we observe that the oscillations decay
rate. A number of additional numerical and modeling chal-faster for lower values ob/F. This means that the surface
lenges need to be considered. Details and results on the&ughens faster for lower values BfF, as expected.
extensions will be presented elsewh&te. The values obtained with a corresponding KMC simula-
tion [cf. Fig. 12 (lower panel] show the same trend as a
function of D/F, but the absolute values are 20% to 30%
higher than the level-set results. The reason for this is the

In ideal layer-by-layer growth, a layer is completed beforefollowing. In a KMC simulation, the atomic roughness along
nucleation of a new layer starts. In this case, growth on suba step edge is resolved, while step edges in our island dy-
sequent layers would essentially be identical to growth omamics model are smooth. For example, for an island of size
previous layers. In reality, however, nucleation on higher lay-5X5 that is arranged as a perfect square, there are 20 edge
ers starts before the previous layer has been completed asdes. Introduction of just one defect along one step edge
the surface starts to roughen. This roughening transition dgwhere an atom is removed from a step edge to create a kink
pends on the growth conditiorise., temperature and depo- pair, and attached somewhere else along the step as a single

V. EXTENSION TO MULTILAYER GROWTH
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0.0015 :
n —— KMC (b)

0.001 — Levelset
z

0.0005 ¢

0
(@) /O

0.002 s | 4] Rl
=z ‘O [\F

0.001 T - I

il

A 4l
) ,(,«jh(f)o s © (\

P h 7]

Coverage (ML)

FIG. 14. Snapshots of a typical island dynamics simulation at a
coverage of 0.25 monolayégfa) and (b)], and after 18 layers have
been depositefic) and(d)]. Shown are results witD o44=0 (left
&lde and with D ¢q¢e= 100 (right side.

FIG. 13. Island densitiesl on each layer foD/F= 10° (lower
pane) and D/F=10" (upper pangl obtained with the level-set
method and KMC simulations. For each data set there are 20 curv
in the plot, corresponding to the 20 layers.

for the roughening is an uphill current that is due to an asym-
step-edge atomwould then contribute four more step-edge metry at corners along the step edge. Recent réSlesed

sites, which is an effect of 20%. on a KMC simulation indicate that there might be an alter-
native explanation for the enhanced roughening: Faster edge
B. Layer resolved island density diffusion leads to more compact island shapes, and as a re-

. . , . sult the residence time of an atom on top of compact islands
A more meaningful quantitative comparison that is Notig eytended. This promotes nucleation at earlier times on top

sensitive to atomic scale roughness along the step edges iSPhigher layers, and, thus, enhanced roughening. It was sug-

comparison of the island densities per layer. This is shown ”&;ested that this mechanism is independent of an asymmetry
Fig. 13 for two different values ob/F. The KMC results along the step edge.

were obtained with a value for the edge diffusion that is— |,"Ref 19 there are still corners and thus asymmetries
1/100 of the surface diffusion constant. There is N0 mMicroyesent along step edges. The level-set method grows smooth
scopic justification for this value. It was chosen because i tep edges, however, so that no comer asymmetries are
provides the best agreement, and because it is known frO;glresent in this simulation. Thus, an enhanced roughening
earhesrlgwork. that it guarantees essentially smooth SteRi increasing edge diffusion obtained with the level-set
edges.” The island density decreases as the film height inyheod would unambiguously show that the longer residence
creases. This and the fact that the maximum roughness ifine of atoms on top of compact islands can lead to en-
creases very little(it essentially does not exceed 0.5 for ponced surface roughening. The time evolutiomvdr dif-

Deage=0; cf. Fig. 15 and the following sectipimplies that  orent yalues 0D ¢4geiS Shown in Fig. 15. We clearly see that
the film coarsens. This is also evident in Figs(a4and

14(c), where we show typical snapshots of the island mor-
phology after 0.25Fig. 14a)] and 20 layer$Fig. 14(c)] are
deposited.

e
~

C. Surface roughness

g
e
.

We now focus on the evolution of the surface roughness
w, which is defined as

w2=((h—(h))?), (16)

where the index labels the lattice site. In particular, we will
study the effect of edge diffusion, as introduced in Edp),

on the roughness evolution. There have been a number of
recent atomistic studiés® that show edge diffusion pro- i

duces an uphill current toward islands, and, as a result, edge 0.2 0 5 1‘0 1'5
diffusion enhances the roughening of the surface. This be- Coverage (ML)

havior is somewhat surprising, since one would initially ex-

pect that the overall effect of edge diffusion is a smoothing FIG. 15. Time evolution of the surface roughnesfor different
of the surface. It was argued that the underlying mechanismalues of edge diffusiol egge.

Roughness
[=] [=]
S (3]

e
w
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the surface roughness increases dramatically as edge diffporated into the boundary conditions at island edges for the
sion increases. This unexpected behavior is also evident icontinuous adatom field. The validity of our treatment of the
Fig. 14. Figures 1é) and 14d) show a typical surface mor- adatom diffusion field rests on there being sufficient adatom
phology with the incorporation of edge diffusion at the samemobility in comparison to the deposition flux that a coarse
times as Figs. 14) and 14c). At early times, there is almost graining of the discrete adatom density, as obtained from an
no differencg Figs. 14a) and 14b)]. However, at later imes  ensemble of KMC simulations, is appropriate. Thus, this is
[Figs. 14c) and 14d)] there are clearly more layers exposed effectively an approximation that becomes more accurate as
on the surface, in agreement with a larger surface roughnesg, g increases, despite the fact that the adatom density de-

We also note that a careful analysis of Fig. 13 reveals that, o ges accordingly. In the regin@/F—0, which corre-
the island densities at higher layers start deviating from Z€rQ0nds to the dominance of flux over ada{tom diffusion. our

at earlier times as the f|In_1 thickens. This also is an 'ndlcatlo%pproach breaks down as growth occurs mainly by the direct
that the system progressively moves away from the layer-by-

layer growth regime, and that the film roughens attachment of deposited atoms to island edges.
' ' The preceding discussion highlights how different fluc-

tuations enter into our treatment of various processes. In par-
VI. DISCUSSION ticular, our results suggest that in the la@éF limit, the

nly important fluctuations in the submonolayer regime are

¢ W(:nhzvle S?scrlil;)e)?i trerasﬁgca::gr}”of ttr;etlzvel—fer;n:thethdci@ue to the spatial seeding of islands. Other sources of fluc-
0 & model Tor epitaxial gro and tiustrated our method-y, .iions have no effect on the island-size distribution. This
ology for the submonolayer and multilayer regimes. This ap-

proach provides a semianalytic alternative to KMC simula-.reSUIt ha?’ a number of_important implications. Most_appare_nt
tions and is ideally suited to the study of epitaxial is that, since the dominant f_Iuctuatlons are associated v_wth
phenomena. The main advantages of our method stem froFﬁe spatial arrangement of islands, there is no mean-field
the level-set treatment of boundary motion and, in particulart€0rY that can capture the form of the distribution of island
the topological changes associated with creationcle-  SizeS asD/F becomes large. In other words, the limit of
atior), motion (growth), and mergingcoalescendeof island ~ large D/F  corresponds to an inherently fluctuation-
edges_ Moreover, because the lateral Coordinat@g) (are dominated regime. Moreover, our results show that the na-
continuous, while the growth directiofr) is discrete, the ture of these fluctuations influences the form of the distribu-
method can be applied to systems that are large on a laterén function, so the solution to our equations is not unique.
scale(up to 1 xm), but are only a few atomic layers thick. The selection of the “correct” solution occurs in the nucle-
There are three main physical ingredients in our approachtion phase which, aS/F—oe, collapses to an infinitesimal
that warrant discussiorfi) the implementation of nucleation, interval neat=0, so this effectively corresponds to an “ini-
(i) the mean-field description of the adatom field, diid  tial condition.” This effect is completely beyond the scope of
the inclusion of fluctuations. The main input into the level- any mean-field approach.
set equation is an expression for boundary motion. For irre- Our final topic on the role of fluctuations concerns the
versible aggregation this has two contributions: a sourc&eposition flux. We treat this flux in a mean-field manner that
term (i.e., nucleationand a velocity(i.e., growth. With our  is analogous to that of the adatoms, i.e., a spatially and tem-
treatment of the adatom diffusion fieldee below, deter- porally uniform source for the adatom diffusion field. Al-
mining the velocity is a straightforward matter, and the resulthough, in the larg®/F limit, the fluctuations in the depo-
is given in Eq.(5). Nucleation of new islands, however, is a sition flux are expected to be unimportant in the
more delicate matter as it requires specifying bothtiimes ~ submonolayer regime of growth, their role in the multilayer
andlocationsof these events. As described in Sec. Il, nucle-regime cannot be neglected. The reason is due to the phe-
ation times are accounted for by an expression derived fromomenon of kinetic roughenirfy. Renormalization-group
rate equations. But the location of new islands represents @alculations of the asymptotic roughening of models for ep-
degree of freedom in our approach in that any prescriptioritaxial growtif!*?indicate that fluctuations in the deposition
can be applied, since the resulting spatial distribution of isflux represent a “relevant” variable. Thus, the deposition
lands is self-consistently accommodated by the correspondtuctuations eventually dominate the diffusion flux. In the
ing changes in the adatom population. This, in turn, affectgalculations described in Sec. IV, kinetic roughening is ob-
the distribution of island-sizes, so the correct choice, as deserved, but the exponents associated with the surface rough-
termined by comparisons with KMC simulations or experi- ness are expected to be those due to diffusion fluctuations
ments, can be made by varying the nucleation seeding stylealone?! rather than those due to fluctuations in the deposition
We find that a probabilistic seeding style, weighted by theflux.*?> Physically, the reasons for the observed differences
local value ofp?, provides the best agreement. This choiceare as follows. In our model, kinetic roughening occurs by
also has implications for the importance of fluctuations in thethe random nucleation of islands according to the rules de-
submonolayer regime, as will be discussed below. scribed above. This is a “conservative” process, in that the
The density of adatoms is described within a mean-fieldotal mass on the surface does not change, and occurs at a
approximation as the solution of a diffusion-type equationrate proportional to the local value pf. However, fluctua-
with absorbing boundary conditions at island edges. In thidions in the deposition flux can also cause nucleation by di-
sense, our method is intrinsically “multiscale,” in that atom- rect impingement onto an adatom. This is a “nonconserva-
istic information about attachment and detachment is incortive” process, since the mass on the surface increases, and
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occurs at a rate proportional to the local flux and local adathe additional species can be subsumed by solving a separate
tom densityFp. diffusion equation and, possibly, vertical orderifige., a

We conclude with a discussion of extensions of our apABAB: - - layer structurg can be treated within our current
proach. We have described a basic model for homoepitaxframework. However, if there is a lateral ordering with com-
on an isotropic substrate. Anisotropy in the substrate can bpeting phasese.g., the coexistence of multiple reconstruc-
readily included at the level of surface diffusion and in thetions on certain semiconductor surfacésen one must in-
attachment rates, the latter through the velocity functfon. troduce separate level-set functions and corresponding
Moreover, the coupling to other external continuous fieldsvelocity functions for each phase.
can also be carried in this general framework. At every time
step, the velocity of all island boundaries is calculated from
the integration of a global field. In the work described here,
this global field is the adatom diffusion field. The same ap- The authors acknowledge financial support from NSF and
proach is appropriate, for example, to an elastic field, whictDARPA through cooperative agreement DMS-9615854 as
can be applied to modeling the strain relaxation in heteroepipart of the Virtual Integrated PrototypinyIP) Initiative and
taxial systems. More substantial modifications to our basidrom the NSF focused research group Grant DMS-0074152.
method may be required to account for the presence of muM.P. acknowledges support from the NSF through Grant No.
tiple diffusing species. The simplest case, where the effect dDMR-953-1115.
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