INVOLUTIVE HEEGAARD FLOER HOMOLOGY
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Abstract. Using the conjugation symmetry on Heegaard Floer complexes, we define a three-manifold invariant called involutive Heegaard Floer homology, which is meant to correspond to \( \mathbb{Z}_4 \)-equivariant Seiberg-Witten Floer homology. Further, we obtain two new invariants of homology cobordism, \( d \) and \( \bar{d} \), and two invariants of smooth knot concordance, \( \bar{V}_0 \) and \( \overline{V}_0 \). We also develop a formula for the involutive Heegaard Floer homology of large integral surgeries on knots. We give explicit calculations in the case of L-space knots and thin knots. In particular, we show that \( \bar{V}_0 \) detects the non-sliceness of the figure-eight knot. Other applications include constraints on which large surgeries on alternating knots can be homology cobordant to other large surgeries on alternating knots.

1. Introduction

In [22], the second author resolved the remaining cases of the triangulation conjecture, by showing that there are manifolds of every dimension \( n \geq 5 \) that cannot be triangulated. The proof involves the construction of a Pin(2)-equivariant version of Seiberg-Witten Floer homology. (Pin(2) is the group consisting of two copies of the complex unit circle with a map \( j \) interchanging them such that \( ij = -ji \) and \( j^2 = -1 \).) From the module structure of this homology one extracts three non-additive maps

\[ \alpha, \beta, \gamma : \Theta^3_2 \to \mathbb{Z}, \]

where \( \Theta^3_2 \) denotes the three-dimensional homology cobordism group. The maps \( \alpha, \beta, \gamma \) are analogous to the Frøyshov-type correction terms arising from monopole or Heegaard Floer homology [6, 13, 34], but have the additional property that their reduction mod 2 is equal to the Rokhlin invariant. Furthermore, we have \( \beta(-Y) = -\beta(Y) \) for any homology sphere \( Y \). This implies the non-existence of elements of order 2 in \( \Theta^3_2 \) with odd Rokhlin invariant, which in turn disproves the triangulation conjecture—in view of the previous work of Galewski-Stern and Matumoto [7, 30].

The construction of Pin(2)-equivariant version of Seiberg-Witten Floer homology in [22] uses finite dimensional approximation, following [23], and it is only applicable to rational homology spheres. Doing calculations with this method is rather difficult, and at the moment only accessible when one has an explicit description of the Seiberg-Witten Floer complex, e.g. for Seifert fibrations [53]. An alternative construction was given by Lin in [16]; this refines the Kronheimer-Mrowka definition of monopole Floer homology from [12], and works for arbitrary 3-manifolds. Recently, Lin established an exact triangle for his theory, which allowed him to compute it for many examples [17]. However, some of Lin’s computations make use of the isomorphism between monopole and Heegaard Floer homology [14, 12].

Indeed, among Floer theories for three-manifolds, the one most amenable to computations is Heegaard Floer homology. This was introduced by Ozsváth and Szabó in the early 2000’s [39, 38, 42]. The definition starts with a pointed Heegaard diagram \( \mathcal{H} = (\Sigma, \alpha, \beta, z) \)
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representing a three-manifold $Y$. One then takes the Lagrangian Floer homology of two tori in the symmetric product of the Heegaard surface $\Sigma$. There are four flavors of this construction, denoted $\widehat{HF}$, $HF^+$, $HF^-$, and $HF^{\infty}$; we will use $HF^\circ$ to denote any of them, with $\circ \in \{-,+, -, \infty\}$. Heegaard Floer homology was shown to be isomorphic to monopole Floer homology \[14\] [2]. One reason why Heegaard Floer homology is computationally tractable is because of the surgery formulas \[37\] [43] [44] [25] which relate it to a similar invariant for knots, knot Floer homology \[37\] [47]. In view of this, it would be desirable to construct a Heegaard Floer analog of Pin(2)-equivariant Seiberg-Witten Floer homology.

In the present paper we define a Heegaard Floer analog of $\mathbb{Z}_4$-equivariant Seiberg-Witten Floer homology, which we call involutive Heegaard Floer homology. Here, $\mathbb{Z}_4$ is the subgroup of $\text{Pin}(2)$ generated by the element $j$. The $\mathbb{Z}_4$-equivariant theory does not have the full power of a $\text{Pin}(2)$-equivariant one; in particular, one cannot use it to give another disproof of the triangulation conjecture, because the resulting homology cobordism invariants do not capture the Rokhlin invariant. Nevertheless, we will see that the information in involutive Heegaard Floer homology goes beyond that in ordinary Heegaard Floer homology. Moreover, we develop a formula for the involutive Heegaard Floer homology of large surgeries on knots, and this leads to many explicit calculations.

Both Seiberg-Witten and Heegaard Floer homology decompose as direct sums, indexed by the spin$^c$ structures on the 3-manifold. In Seiberg-Witten theory, the element $j \in \text{Pin}(2)$ gives a symmetry of the equations that takes a spin$^c$ structure to its conjugate, $s \rightarrow \bar{s}$. In Heegaard Floer theory, there is a similar conjugation symmetry, given by switching the orientation of the Heegaard surface, as well as swapping the $\alpha$ and $\beta$ curves:

$$((\Sigma, \alpha, \beta, z) \rightarrow (-\Sigma, \beta, \alpha, z).$$

As noted in \[38\] Theorem 2.4], this induces isomorphisms

$$\mathcal{J} : HF^\circ(Y, s) \xrightarrow{\cong} HF^\circ(Y, \bar{s})$$

for any spin$^c$ structure $s$ on $Y$. We have $\mathcal{J}^2 = \text{id}$, so $\mathcal{J}$ is an involution on $HF^\circ(Y)$. This involution was used in various arguments in the Heegaard Floer literature; see for example \[20\] [19].

We define involutive Heegaard Floer homology by making use of the construction of $\mathcal{J}$ at the chain level. Specifically, we have a Heegaard Floer chain group $CF^\circ(Y)$ and a map

$$\iota : CF^\circ(Y) \rightarrow CF^\circ(Y)$$

that induces the map $\mathcal{J} = \iota_*$ on homology. We define the $\circ$ flavor of involutive Heegaard Floer homology, $HFI^\circ(Y)$, to be the homology of the mapping cone:

$$CF^\circ(Y) \xrightarrow{Q(1+j)} Q \cdot CF^\circ(Y)[-1].$$

Here $Q$ is just a formal variable, with $Q^2 = 0$, and $[-1]$ denotes a shift in grading. If we work with coefficients in $\mathbb{Z}_2$, then Heegaard Floer groups come equipped with $\mathbb{Z}_2[U]$-module structures, and we get a $\mathbb{Z}_2[Q, U]/(Q^2)$-module structure on $HFI^\circ(Y)$.

**Theorem 1.1.** For any flavor $\circ \in \{-,+, -, \infty\}$, the isomorphism class of the involutive Heegaard Floer homology $HFI^\circ(Y)$, as a $\mathbb{Z}_2[Q, U]/(Q^2)$-module, is a three-manifold invariant.

The ring $\mathcal{R} = \mathbb{Z}_2[Q, U]/(Q^2)$ is the cohomology ring of the classifying space $B\mathbb{Z}_4$, with $\mathbb{Z}_2$ coefficients. If we have a space with a $\text{Pin}(2)$ action, then one can obtain its $\mathbb{Z}_4$-equivariant homology (as an $\mathcal{R}$-module) from its $S^1$-equivariant homology by constructing a mapping
cone and then taking homology, just as we constructed $HF^+$ from $HF^+$. Since $HF^+$ is supposed to correspond to $S^1$-equivariant Seiberg-Witten Floer homology, we see that $HF^+$ should correspond to $\mathbb{Z}_4$-equivariant Seiberg-Witten Floer homology. To construct the Pin(2)-equivariant theory, one would have to complete the mapping cone to an infinite complex that involves not just the map $\iota$, but also the chain homotopy relating $\iota^2$ to the identity, and higher homotopies. To define these higher homotopies one would need to prove that Heegaard Floer homology is natural "to infinite order," whereas currently this is established only to first order, by the work of Juhász and Thurston [11]. We refer to Section 3 below for more explanations.

The module $HF^+(Y)$ decomposes as a direct sum indexed by the orbits of spin$^c$ structures under the conjugation action. The most interesting case is when we have a spin$^c$ structure $s$ that comes from a spin structure, i.e., $s = \tilde{s}$. We then obtain a group $HF^+(Y, s)$.

Furthermore, if we have a four-dimensional spin cobordism $(W, t)$ from $(Y, s)$ to $(Y', s')$, we construct maps

$$F^+_{W, t, a} : HF^+(Y, s) \to HF^+(Y', s').$$

A priori, these depend on some additional data $a$. Although we expect the maps to not depend essentially on $a$, proving this would require results about higher order naturality that are not available by current techniques.

Recall that Heegaard Floer homology (for torsion spin$^c$ structures $s$) can be equipped with an absolute grading with values in $\mathbb{Q}$; cf. [34]. When $Y$ is a rational homology sphere, the minimal grading of the infinite $U$-tower in $HF^+(Y, s)$ gives the Ozsváth-Szabó correction term $d(Y, s) \in \mathbb{Q}$. When $s$ is spin, the involutive Heegaard Floer homology $HF^+(Y, s)$ has two infinite $U$-towers, and by imitating [34] we obtain two new correction terms

$$d(Y, s), \bar{d}(Y, s) \in \mathbb{Q}$$

such that

$$d(Y, s) \leq \bar{d}(Y, s) \leq \bar{d}(Y, s).$$

We also have a Frøyshov-type inequality for spin four-manifolds with boundary, analogous to [34] Theorem 9.6):

**Theorem 1.2.** Let $Y$ be a rational homology three-sphere, and $t$ a spin structure on $Y$. Then if $X$ is a smooth negative-definite four manifold $X$ with boundary $Y$, and $t$ is a spin structure on $X$ such that $t|_{Y} = s$, then

$$\text{rk}(H^2(X; \mathbb{Z})) \leq 4d(Y, s).$$

If $Y$ is a $\mathbb{Z}_2$-homology sphere, then it admits a unique spin structure $s$, and we can simply write $d(Y)$ and $\bar{d}(Y)$ for the corresponding invariants. Recall that two three-manifolds $Y_0$ and $Y_1$ are called homology cobordant (resp. $\mathbb{Z}_2$-homology cobordant or $\mathbb{Q}$-homology cobordant) if there exists a smooth, compact, oriented cobordism $W$ from $Y_0$ to $Y_1$ such that $H_*(W, Y_i; \mathbb{Z}) = 0$ (resp. $H_*(W, Y_i; \mathbb{Z}_2) = 0$ or $H_*(W, Y_i; \mathbb{Q}) = 0$) for $i = 0, 1$. The homology cobordism group $\Theta^3_2$ is generated by oriented integer homology spheres, modulo the equivalence relation given by homology cobordism. Similarly, the $\mathbb{Z}_2$-homology cobordism group $\Theta^3_{\mathbb{Z}_2}$ is generated by oriented $\mathbb{Z}_2$-homology spheres, modulo $\mathbb{Z}_2$-homology cobordism.

**Theorem 1.3.** The correction terms $d, \bar{d}$ are invariants of $\mathbb{Z}_2$-homology cobordism, i.e., they descend to (non-additive) maps

$$d, \bar{d} : \Theta^3_{\mathbb{Z}_2} \to \mathbb{Q}.$$
Further, when $Y$ is an integer homology sphere then $\bar{d}$ and $\bar{d}$ take even integer values, and give maps

$$\bar{d}, \bar{d} : \Theta_2^3 \to 2\mathbb{Z}.$$ 

In some cases, for example when $Y$ is an L-space (so that $\widehat{HF}(Y, s) = \mathbb{Z}_2$), it turns out that $\bar{d}(Y) = d(Y) = d(Y)$. On the other hand, for the Brieskorn sphere $\Sigma(2, 3, 7)$ we have

$$\bar{d}(\Sigma(2, 3, 7)) = -2, \quad \bar{d}(\Sigma(2, 3, 7)) = d(\Sigma(2, 3, 7)) = 0.$$ 

Thus, whereas the usual correction term $d$ cannot tell that $\Sigma(2, 3, 7)$ is not null-homology cobordant, the invariant $\bar{d}$ can. Of course, this can also be seen by other methods, e.g. using the Rokhlin invariant, which is 1 for $\Sigma(2, 3, 7)$. More interesting is the following corollary:

**Corollary 1.4.** The L-spaces that are $\mathbb{Z}_2$-homology spheres generate a proper subgroup of $\Theta_2^3$. For example, $\Sigma(2, 3, 7)$ is not $\mathbb{Z}_2$-homology cobordant to any L-space.

Observe that L-spaces that are $\mathbb{Z}_2$-homology spheres include, for example, all double branched covers over alternating knots in $S^3$; cf. [11]. We also remark that Corollary 1.4 can be obtained using Pin(2)-equivariant Seiberg-Witten Floer homology, by showing that $\alpha = \beta = \gamma$ for L-spaces; this is a consequence of the Gysin sequence that relates the Pin(2)- and $S^1$-equivariant theories. (See [16, Proposition 3.10] for a version of this.)

In contrast to Corollary 1.4, the Brieskorn sphere $\Sigma(2, 3, 7)$ does bound a rational homology ball, and hence is $\mathbb{Q}$-homology cobordant to $S^3$; cf. [4]. This forces the $d$ invariant to be zero.

In our theory, the calculation of $\bar{d}$ and $\bar{d}$ for $\Sigma(2, 3, 7)$ is done using an adaptation of the large surgery formula from [37, 47] to the involutive setting. More generally, this adaptation allows us to calculate $HFI^+$ of a large integral surgery on a knot $K \subset S^3$ in terms of the knot Floer complex $CFK^\infty(S^3, K)$ and the analogue of the map $\iota$ on $CFK^\infty(S^3, K)$, which we denote by $\iota_K$.

Let us denote by $S_p^3(K)$ the result of surgery on a knot $K \subset S^3$, with framing $p \in \mathbb{Z}$. Recall that the usual large surgery formula (cf. [37, Theorem 4.4] or [43, Theorem 2.3]) identifies $HF^+(S_p^3(K), [s])$, for $p \gg 0$, with the homology of a quotient complex $A^+_s$ of $CFK^\infty(S^3, K)$. Here, $s$ is an integer, $[s]$ is its mod $p$ reduction, and we use the standard identification of spin$^c$ structures on $S_p^3(K)$ with the elements of $\mathbb{Z}/p\mathbb{Z}$. In particular, for $s = 0$ we have a spin structure, and the map $\iota_K$ induces a similar map $\iota_0$ on $A^+_0$. Let $AI_0^+$ be the mapping cone

$$A_0^+ \xrightarrow{Q(1+\iota_0)} Q \cdot A_0^+[-1].$$

We now state the involutive large surgery formula.

**Theorem 1.5.** Let $K \subset S^3$ be a knot, and let $g(K)$ be its Seifert genus. Then, for all integers $p \geq g(K)$, we have an isomorphism of relatively graded $\mathbb{R}$-modules

$$HFI^+(S_p^3(K), [0]) \cong H_*(AI_0^+).$$

Note that, in Heegaard Floer theory, large surgeries are considered those with coefficient $p \geq 2g(K) - 1$. If we are only interested in the spin structure $s = 0$, then the weaker inequality $p \geq g(K)$ suffices. Therefore, in this paper, a “large” surgery will mean one with coefficient $p \geq g(K)$.

In order to compute $H_*(AI_0^+)$, we need to understand the conjugation symmetry $\iota_K$ on the knot Floer complex. This can be determined explicitly for two important families of knots:
\textbf{L-space knots} (and their mirrors), those knots that admit a surgery that is an L-space; cf. \cite{40}. These include all torus knots, Berge knots, and \((-2, 3, 2k + 1)\) pretzel knots;

\textbf{Floer homologically thin knots} (which we simply call \textit{thin}), those for which the knot Floer homology is supported in a single diagonal; cf. \cite{47, 49, 26}. These include all alternating knots \cite{35} and, more generally, all quasi-alternating knots \cite{26}.

The key observation is that \(\iota_{K}^{2}\) is equal to the map studied by Sarkar in \cite{51}, which corresponds to moving the basepoints around the knot. In the two cases above, knowing \(\iota_{K}^{2}\) and the behavior of \(\iota_{K}\) with respect to gradings suffices to determine \(\iota_{K}\) up to chain homotopy. From knowledge of \(\iota_{K}\) one can calculate \(HFI^{+}\) for large surgeries on those knots (many of which are hyperbolic).

In fact, it should be noted that \(\iota_{K}\) is in principle computable for all knots in \(S^{3}\), using grid diagrams and the maps on grid complexes \cite{27, 28}. Thus, \(HFI^{+}\) is algorithmically computable for all large surgeries on knots. Although in this paper we limit ourselves to large surgeries, we expect that \(HFI^{+}\) satisfies involutive analogues of the surgery exact triangle from \cite{38}, of the general knot surgery formulas from \cite{43, 44}, and perhaps of the link surgery formula from \cite{25}. Thus, it may be possible to show that \(HFI^{+}\) is algorithmically computable for all three-manifolds, along the lines of \cite{29}.

Going back to correction terms, recall that, for large \(p\), the Ozsváth-Szabó correction term of \(S^{3}_{p}(K)\) in the spin structure \([0]\) is given by

\begin{equation}
\text{d}(S_{p}^{3}(K), [0]) = \text{d}(L(p, 1), 0) - 2V_{0}(K) = \frac{p - 1}{4} - 2V_{0}(K),
\end{equation}

where \(V_{0}(K) \in \mathbb{Z}\) is an invariant of (smooth) knot concordance, coming from the knot Floer complex of \(K\); cf. \cite{18, 44, 45, 31}. Similarly, using \(\iota_{K}\) we obtain new concordance invariants \(\overline{V}_{0}(K)\) and \(\overline{V}_{0}(K)\), and we have the following result.

\textbf{Theorem 1.6.} Let \(K \subset S^{3}\) be a knot of Seifert genus \(g(K)\). Then, for each integer \(p \geq g(K)\), we have

\[
\text{d}(S_{p}^{3}(K), [0]) = \frac{p - 1}{4} - 2\overline{V}_{0}(K), \quad \overline{\text{d}}(S_{p}^{3}(K), [0]) = \frac{p - 1}{4} - 2\overline{V}_{0}(K).
\]

The calculation of \(\overline{V}_{0}\) and \(\overline{V}_{0}\) for L-space knots and mirrors of L-space knots can be found in Section \(7\) and that for thin knots in Section \(8\). Let us state the result for alternating knots:

\textbf{Theorem 1.7.} Let \(K\) be an alternating knot, with signature \(\sigma\) and Arf invariant \(\text{Arf} \in \{0, 1\}\). The values of the triple \((\overline{V}_{0}, V_{0}, \overline{V}_{0})\) for \(K\) are given in the following tables.

If \(\sigma \leq 0\), then

\begin{tabular}{|c|c|c|}
\hline
\(\sigma\) & \(\text{Arf} = 0\) & \(\text{Arf} = 1\) \\
\hline
\(-8k\) & \((2k, 2k, 2k)\) & \((2k + 1, 2k, 2k)\) \\
\hline
\(-8k - 2\) & \((2k + 1, 2k + 1, 2k)\) & \((2k + 1, 2k + 1, 2k + 1)\) \\
\hline
\(-8k - 4\) & \((2k + 2, 2k + 1, 2k + 1)\) & \((2k + 1, 2k + 1, 2k + 1)\) \\
\hline
\(-8k - 6\) & \((2k + 2, 2k + 2, 2k + 2)\) & \((2k + 2, 2k + 2, 2k + 1)\) \\
\hline
\end{tabular}

If \(\sigma > 0\), then
\[
\begin{array}{|c|c|c|}
\hline
\sigma & \text{Arf} = 0 & \text{Arf} = 1 \\
\hline
8k & (0, 0, -2k) & (0, 0, -2k) \\
8k + 2 & (0, 0, -2k) & (0, 0, -2k - 1) \\
8k + 4 & (0, 0, -2k - 1) & (0, 0, -2k - 1) \\
8k + 6 & (0, 0, -2k - 2) & (0, 0, -2k - 1) \\
\hline
\end{array}
\]

For example, the figure-eight knot $4_1$ (with the $+1$ surgery being $\Sigma(2, 3, 7)$) has $\sigma = 0$ and $\text{Arf} = 1$. Therefore,
\[
V_0(4_1) = 1, \quad V_0(4_1) = V_0(4_1) = 0.
\]

The figure-eight knot is not slice: classically, one can prove this by checking the Fox-Milnor condition on the Alexander polynomial \[5\], or (as above) by noting that $+1$ surgery on $4_1$ has non-trivial Rokhlin invariant. However, the non-sliceness of $4_1$ cannot be detected by most of the modern concordance invariants coming from Floer or Khovanov homology: \(\tau\) from \[36\] \[47\], \(s\) from \[50\], \(\delta\) from \[23\], \(d(S^4_0(K)) = -2V_0(K)\) from \[35\] \[43\] \[45\], \(\nu\) from \[41\], \(\nu^+\) from \[9\], \(\varepsilon\) from \[8\], and \(\Upsilon_K(t)\) from \[32\] all vanish on amphichiral knots such as $4_1$. By contrast, our concordance invariant $V_0$ does detect that $4_1$ is not slice.

Moreover, combining Theorems 1.6 and 1.7 we obtain various constraints on which large surgeries on an alternating knot can be homology cobordant to large surgeries on another alternating knot. For example, we have:

**Corollary 1.8.** Let $K$ and $K'$ be alternating knots such that $\sigma(K) \equiv 4 \cdot \text{Arf}(K) + 4 \pmod{8}$. If $S^3_p(K)$ and $S^3_p(K')$ are $\mathbb{Z}_2$-homology cobordant for some odd $p \geq \max(g(K), g(K'))$, then $\sigma(K) = \sigma(K')$.

In the same spirit, if we combine Theorem 1.2 with Theorem 1.7, we obtain constraints on the intersection forms of spin four-manifolds with boundary a large surgery on an alternating knot.

The paper is organized as follows. In Section 2 we define involutive Heegaard Floer homology and prove its invariance (Theorem 1.1). In Section 3 we explain in more detail why $HFI^+$ should correspond to $\mathbb{Z}_4$-equivariant Seiberg-Witten Floer homology. In Section 4 we establish a few properties of the involutive Heegaard Floer groups, and define the cobordism maps. In Section 5 we define the new correction terms $\hat{d}$, $\bar{\hat{d}}$ and prove Theorems 1.2 and 1.3. Section 6 contains the proof of the involutive analog of the large surgery formula, Theorem 1.5, we also prove there Theorem 1.6 and Corollary 1.4 and show that $\hat{d}$ and $\bar{\hat{d}}$ are not homomorphisms. In Section 7 we apply the involutive large surgery formula to compute $HFI^+$ for large surgeries on (mirrors of) L-space knots. Large surgeries on thin knots are discussed in Section 8 where we prove Theorem 1.7 and Corollary 1.8.
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## 2. Definition

The goal of this section is to define involutive Heegaard Floer homology. We assume that the reader is familiar with regular Heegaard Floer homology, as in \[39\] \[38\] \[42\]. However, we start by reviewing a few concepts in order to fix notation, and to emphasize naturality issues.
2.1. **Heegaard Floer homology.** Fix a closed, connected, oriented three-manifold $Y$. Denote by $\text{Spin}^c(Y)$ the space of spin$^c$ structures on $Y$, and pick some $s \in \text{Spin}^c(Y)$. Heegaard Floer homology is computed from a *pointed Heegaard diagram* for $Y$. A pointed Heegaard diagram is a set of data $H = (\Sigma, \alpha, \beta, z)$ where:

- $\Sigma \subset Y$ is an embedded, oriented surface of genus $g$, that splits the three-manifold $Y$ into two handlebodies $U_0$ and $U_1$;
- $\alpha = \{\alpha_1, \ldots, \alpha_g\}$ is a set of nonintersecting simple closed curves on $\Sigma$ which bound disks in $U_0$, and in fact span the kernel of $H_1(\Sigma; \mathbb{Z}) \to H_1(U_0; \mathbb{Z})$;
- $\beta = \{\beta_1, \ldots, \beta_g\}$ is a similar set of curves for $U_1$ instead of $U_0$, such that $\alpha_i \cap \beta_j$ is transverse for any $i, j$;
- $z \in \Sigma$ is a basepoint that does not lie on any of the alpha or beta curves.

The Heegaard Floer groups are variations of Lagrangian Floer cohomology for the two tori

$$T_\alpha = \alpha_1 \times \cdots \times \alpha_g, \quad T_\beta = \beta_1 \times \cdots \times \beta_g$$

inside the symmetric product $\text{Sym}^g(\Sigma)$. There is a natural map $s_z : T_\alpha \cap T_\beta \to \text{Spin}^c(Y)$, and we will focus on those intersection points $x$ such that $s_z(x) = s$. To define the Floer groups, we need to impose an admissibility condition on $H$, depending on $s$; cf. [39, Section 4.2.2]. We also need to choose a suitable (generic) family $J$ of almost complex structures on $\text{Sym}^g(\Sigma)$. We will write $H$ for the data $(H, J)$, which we call a Heegaard pair.

Given such a pair $H$, the Heegaard Floer chain complex $CF^\infty(H, s)$ is freely generated over $\mathbb{Z}_2$ by pairs $[x, i]$ with $x \in T_\alpha \cap T_\beta$ and $i \in \mathbb{Z}$, such that $s_z(x) = s$. The differential is given by

$$\partial[x, i] = \sum_{y \in T_\alpha \cap T_\beta | s_z(y) = s} \sum_{\{\phi \in \pi_2(x, y) | \mu(\phi) = 1\}} \# \tilde{M}(\phi) \cdot [y, i - n_z(\phi)].$$

Here, $\pi_2(x, y)$ is the space of homotopy classes of Whitney disks from $x$ to $y$, $\mu(\phi)$ is the Maslov index, $\tilde{M}(\phi)$ is the moduli space of $J$-holomorphic disks in the class $\phi$ (modulo the action of $\mathbb{R}$), and $n_z(\phi)$ is the algebraic intersection number of $\phi$ with the divisor $\{z\} \times \text{Sym}^{g-1}(\Sigma)$. There is an action of $\mathbb{Z}_2[U, U^{-1}]$ on $CF^\infty$, where $U$ acts by $U \cdot [x, i] = [x, i - 1]$ and decreases degree by 2. The other complexes $CF^+$, $CF^-$ and $\overline{CF}$ are obtained from $CF^\infty$ by considering only pairs $[x, i]$ with $i \geq 0, i < 0$ and $i = 0$. All three complexes have an induced $\mathbb{Z}_2[U]$-action, which is trivial in the case of $\overline{CF}$.

We will write $CF^\infty(H, s)$ for any of the four flavors of the Heegaard Floer chain complex, and $HF^\infty(H, s)$ for the homology groups.

**Theorem 2.1** (Ozsváth-Szabó [39]). The isomorphism class of $HF^\infty(H, s)$ (as a $\mathbb{Z}_2[U]$-module) is an invariant of the three-manifold $Y$.

A stronger result was obtained by Juhász and Thurston, who proved naturality of the invariant:

**Theorem 2.2** (Juhász-Thurston [11]). If we fix $Y$ and the basepoint $z \in Y$, then the $\mathbb{Z}_2[U]$-modules $HF^\infty(H, s)$ form a transitive system. That is to say, for any two Heegaard pairs $H = (H, J)$ and $H' = (H', J')$ we have a distinguished isomorphism

$$\Psi(H, H') : HF^\infty(H, s) \to HF^\infty(H', s),$$

such that for all $H, H', H''$ we have:

(i) $\Psi(H, H) = \text{id}_{HF^\infty(H, s)}$.
(ii) $\Psi(H', H'') \circ \Psi(H, H') = \Psi(H, H'').$

Given a transitive system, we can get a single module $HF^0(Y, z, s)$ as the inverse limit of this system. We can identify any $HF^0(H, s)$ with $HF^0(Y, z, s)$ in a canonical way. We usually drop $z$ from the notation and write $HF^0(Y, s)$. We can also consider the direct sum over all spin$^c$ structures:

$$HF^0(Y) := \bigoplus_{s \in \text{Spin}^c(Y)} HF^0(Y, s).$$

Although Juhász and Thurston phrased their theorem in terms of homology, their methods actually give a result at the chain level:

**Proposition 2.3.** If we fix $(Y, z, s)$, then the chain groups $CF^0(H, s)$ form a transitive system in the homotopy category of chain complexes of $\mathbb{Z}_2[U]$-modules. In other words, for every two Heegaard pairs $H$ and $H'$ we have a chain homotopy equivalence

$$\Phi(H, H') : CF^0(H, s) \rightarrow CF^0(H', s),$$

satisfying the analogs of conditions (i) and (ii) from the statement of Theorem 2.2, with equality replaced by chain homotopy. In fact, the maps $\Psi(H, H')$ are those induced on homology by $\Phi(H, H').$

**Proof.** The proofs of Theorems 2.1 and 2.2 involve showing that any two Heegaard pairs are related by a sequence of the following moves: changing the almost complex structures $J$ (with the diagram $H$ being fixed); isotopies of the alpha and beta curves in $H$; handleslides of the curves in $H$; stabilizations and destabilizations of $H$. These moves induce chain homotopy equivalences between the respective Floer chain complexes. Indeed, this was shown in [39] for most of the moves. The exceptions are handleslides, for which the argument in [39] Section 9.2 only shows that they induce quasi-isomorphisms. It is proved there that if $F$ and $G$ are the maps associated to a handleslide and its inverse, then $G \circ F$ is homotopic to the composition of the triangle map coming from a small isotopy with the nearest point map. However, one can further show that, for a small isotopy, the triangle map is chain homotopic to the nearest point map; see [18] Proposition 11.3 and [33] proof of Theorem 6.6]. This implies that $G \circ F$ is chain homotopic to the identity. The same goes for $F \circ G$, so we can conclude that handleslides actually induce chain homotopy equivalences.

Given two Heegaard pairs $H$ and $H'$, we define the maps $\Phi(H, H')$ by choosing a sequence of moves relating $H$ and $H'$. When $H = H'$, we take the empty sequence, so that $\Phi(H, H)$ is the identity. We are left to verify condition (ii), that as we relate $H$ and $H''$ by two different sequences of moves (one going through $H'$), the two maps are chain homotopy equivalent. By composing one of the maps $HF^0(H, s) \rightarrow HF^0(H'', s)$ with the homotopy inverse of the other (induced by the reverse moves), we obtain a map $\Phi'(H, H)$ from $HF^0(H, s)$ to itself. We have to show that $\Phi'(H, H)$ is homotopy equivalent to the identity, $\Phi(H, H)$.

In [11], it is proved that as we go around in a loop of moves from $H$ to itself, the map $\Phi'(H, H)$ induces the identity on homology. The key point is to show that the loop associated to a simple handleswap induces the identity; cf. [11] Section 9.3. At the chain level, the simple handleswap map depends on choices of curves and almost complex structures. The proof in [11] Section 9.3] actually shows that this chain map is the identity, for a particular choice of curves and almost complex structures. If we make a different choice, then the new chain map differs from the identity by composition with maps induced by loops of small isotopies of curves, and loops of almost complex structures. By standard arguments,
these loops produce maps homotopy equivalent to the identity. It follows that \( \Phi'(\mathcal{H}, \mathcal{H}) \) is homotopy equivalent to the identity. \( \square \)

We will sometimes write \( CF^0(Y, s) \) for \( CF^0(\mathcal{H}, s) \). This is justified by Proposition 2.3 which says that the chain groups \( CF^0(\mathcal{H}, s) \) for different \( \mathcal{H} \) are chain homotopy equivalent (although, of course, they are not usually isomorphic).

### 2.2. The involution

Now let us discuss the conjugation action on Heegaard Floer homology. Given a pointed Heegaard diagram \( \mathcal{H} = (\Sigma, \alpha, \beta, z) \), we define the conjugate diagram \( \overline{\mathcal{H}} \) by

\[
\overline{\mathcal{H}} = (-\Sigma, \beta, \alpha, z),
\]

where \(-\Sigma \) means \( \Sigma \) with the orientation reversed. A family \( J \) of almost complex structures on \( \text{Sym}^g(\Sigma) \) gives a conjugate family \( \overline{J} \) on \( \text{Sym}^g(-\Sigma) \). If \( \mathcal{H} = (H, J) \) is a Heegaard pair, we write \( \overline{\mathcal{H}} \) for the conjugate pair \((\overline{H}, \overline{J})\).

Intersection points in \( T_\alpha \cap T_\beta \) for \( \mathcal{H} \) are in one-to-one correspondence with those for \( \overline{\mathcal{H}} \), and this correspondence takes a spin\(^c \) structure \( s \) to its conjugate \( \overline{s} \). Moreover, \( J\)-holomorphic disks with boundaries on \((T_\alpha, T_\beta)\) are in one-to-one correspondence with \( \overline{J}\)-holomorphic disks with boundaries on \((T_\beta, T_\alpha)\). Thus, as observed in \([38, \text{Theorem 2.4}]\), we get a canonical isomorphism between Heegaard Floer chain complexes:

\[
\eta: CF^0(\mathcal{H}, s) \xrightarrow{\cong} CF^0(\overline{\mathcal{H}}, \overline{s}).
\]

Moreover, \( \mathcal{H} \) and \( \overline{\mathcal{H}} \) represent the same based three-manifold \((Y, z)\). According to Proposition 2.3, we have a chain homotopy equivalence

\[
\Phi(\overline{\mathcal{H}}, \mathcal{H}): CF^0(\overline{\mathcal{H}}, \overline{s}) \xrightarrow{\sim} CF^0(\mathcal{H}, \overline{s}).
\]

We denote by \( \iota \) the composition of these two maps:

\[
\iota = \Phi(\overline{\mathcal{H}}, \mathcal{H}) \circ \eta: CF^0(\mathcal{H}, s) \to CF^0(\mathcal{H}, \overline{s}).
\]

**Lemma 2.4.** The map \( \iota^2: CF^0(\mathcal{H}, s) \to CF^0(\mathcal{H}, s) \) is chain homotopic to the identity.

**Proof.** We have \( \iota^2 = \Phi(\overline{\mathcal{H}}, \mathcal{H}) \circ \eta \circ \Phi(\overline{\mathcal{H}}, \mathcal{H}) \circ \eta \). Note that \( \eta^2 = 1 \), so the composition

\[
\eta \circ \Phi(\overline{\mathcal{H}}, \mathcal{H}) \circ \eta: CF^0(\mathcal{H}, s) \to CF^0(\overline{\mathcal{H}}, \overline{s})
\]

is the conjugation of \( \Phi(\overline{\mathcal{H}}, \mathcal{H}) \) by \( \eta \). Recall that \( \Phi(\overline{\mathcal{H}}, \mathcal{H}) \) is the composition of maps associated to moves between the respective Heegaard pairs. When we conjugate any such map by \( \eta \), we get the map associated to the corresponding move between the conjugate Heegaard pairs. (This uses the identification between \( J\)- and \( \overline{J}\)-holomorphic triangles.) In view of Proposition 2.3, the map \( \iota^2 \) is chain homotopic to \( \Phi(\overline{\mathcal{H}}, \overline{\mathcal{H}}) \). Therefore,

\[
\iota^2 \sim \Phi(\overline{\mathcal{H}}, \mathcal{H}) \circ \Phi(\mathcal{H}, \overline{\mathcal{H}}) \sim \text{id}_{CF^0(\mathcal{H}, s)},
\]

when in the last step we used the properties of a transitive system. \( \square \)

Lemma 2.4 implies that \( \iota \) induces an involution

\[
\mathcal{J} = \iota_*: HF^0(Y, s) \xrightarrow{\cong} HF^0(Y, \overline{s})
\]

on Heegaard Floer homology. This was already observed in \([38, \text{Theorem 2.4}]\).

**Remark 2.5.** If we view Heegaard splittings as coming from self-indexing Morse functions on the three-manifold \( Y \), then the equivalence \( \Phi(\overline{\mathcal{H}}, \mathcal{H}) \) is induced by moving from a Morse function \( h \) to \(-h\).
2.3. **Involutive Heegaard Floer homology.** Let \([\text{Spin}^c(Y)]\) denote the space of orbits of spin\(^c\) structures on \(Y\), under the conjugation action. An orbit \(\varpi \in [\text{Spin}^c(Y)]\) is either of the form \(\{s\}\) with \(s = \bar{s}\), or of the form \(\{s, \bar{s}\}\) with \(s \neq \bar{s}\). The former case corresponds to spin\(^c\) structures that come from spin structures.

**Remark 2.6.** A spin\(^c\) structure \(s\) with \(s = \bar{s}\) admits \(2^{b_1(Y)}\) lifts to a spin structure; see [16, p. 124]. By a slight abuse of terminology, when \(s = \bar{s}\) we will refer to \(s\) as a spin structure.

Given \(z \in Y\), a Heegaard pair \(H\) for \((Y, z)\), and an orbit \(\varpi \in [\text{Spin}^c(Y)]\), set

\[
CF^\circ(H, \varpi) = \bigoplus_{s \in \varpi} CF^\circ(H, s).
\]

We define the **involutive Heegaard Floer complex** \(CFI^\circ(H, \varpi)\) to be the mapping cone complex

\[
 CF^\circ(H, \varpi) \xrightarrow{1+\iota} CF^\circ(H, \varpi).
\]

Given a complex \(C_\ast\), we use \(C[n]_\ast\) to denote the same complex with the grading shifted by \(n\): \(C[k] = C_{k+n}\). Thus, as an abelian group, the cone complex above is

\[
 CF^\circ(H, \varpi)[-1] \oplus CF^\circ(H, \varpi),
\]

with the first factor being the domain of \(1 + \iota\) and the second the target.

To get more structure on this complex, it is helpful to introduce a formal variable \(Q\) of degree \(-1\) with \(Q^2 = 0\), and write (3) as

\[
 CF^\circ(H, \varpi) \xrightarrow{Q(1+\iota)} Q \cdot CF^\circ(H, \varpi)[-1].
\]

Note that in the target the shift \([-1]\) cancels out the shift due to the variable \(Q\), so in fact \(Q \cdot CF^\circ(H, \varpi)[-1]\) is isomorphic to \(CF^\circ(H, \varpi)\) as a graded module.

We can re-write (4) as

\[
 (CF^\circ(H, \varpi)[-1] \otimes \mathbb{Z}_2[Q]/(Q^2), \partial + Q(1+\iota)),
\]

where \(\partial\) is the ordinary Heegaard Floer differential. We write

\[
\partial' = \partial + Q(1+\iota)
\]

for the differential on \(CFI^\circ(H, \varpi)\). Observe that, by construction, \(CFI^\circ(H, \varpi)\) is a complex of modules over the ring

\[
 R = \mathbb{Z}_2[Q, U]/(Q^2),
\]

with \(Q\) and \(U\) decreasing the grading by 1 and 2, respectively.

**Proposition 2.7.** The quasi-isomorphism class of the complex \(CFI^\circ(H, \varpi)\) (over \(R\)) is an invariant of the pair \((Y, \varpi)\).

**Proof.** Note that in the definition of \(\iota\) we used the map \(\Phi(H, \mathcal{H})\), which was constructed from a sequence of Heegaard moves relating \(\mathcal{H}\) to \(\mathcal{H}\). Thus, a priori, \(CFI^\circ(H, \varpi)\) depends not only on \(\mathcal{H}\), but also on that sequence of moves. However, Proposition 2.3 guarantees that \(\Phi(H, \mathcal{H})\) is well-defined up to chain homotopy. Therefore, so is \(\iota\). Since the mapping cones of chain homotopy maps are homotopy equivalent, we conclude that changing the sequence of moves only changes \(CFI^\circ(H, \varpi)\) by a homotopy equivalence.
Next, fix the basepoint $z \in Y$ and suppose that we have a different Heegaard pair $\mathcal{H}'$ for $(Y, z)$. Let $\phi'$ be the corresponding map from $\text{CFT}^0(\mathcal{H}, \varpi)$ to $\text{CFT}^0(\mathcal{H}', \varpi)$, which is the composition of $\Phi(\mathcal{H}, \mathcal{H}')$ with an involution $\eta'$. Consider the diagram

\[
\begin{array}{c}
\text{CFT}^0(\mathcal{H}, \varpi) 
\xrightarrow{Q(1+\epsilon)} Q \cdot \text{CFT}^0(\mathcal{H}, \varpi)[-1] \\
\Phi(\mathcal{H}, \mathcal{H}')
\end{array}
\]

We claim that this diagram commutes up to chain homotopy. This is equivalent to showing that

\[
\Phi(\mathcal{H}, \mathcal{H}') \circ \Phi(\mathcal{H}, \mathcal{H}') \circ \eta \sim \Phi(\mathcal{H}', \mathcal{H}') \circ \eta' \circ \Phi(\mathcal{H}, \mathcal{H}').
\]

We have $\eta' \circ \Phi(\mathcal{H}, \mathcal{H}') \sim \Phi(\mathcal{H}', \mathcal{H}') \circ \eta$. (This is similar to the discussion of conjugation by $\eta$ in the proof of Lemma 2.3) Further, by Proposition 2.3 we have

\[
\Phi(\mathcal{H}', \mathcal{H}') \circ \Phi(\mathcal{H}, \mathcal{H}') \sim \Phi(\mathcal{H}', \mathcal{H}') \sim \Phi(\mathcal{H}, \mathcal{H}') \circ \Phi(\mathcal{H}, \mathcal{H}'),
\]

so (6) follows.

Let

\[
\Upsilon(\mathcal{H}, \mathcal{H}') : \text{CFT}^0(\mathcal{H}, \varpi) \to Q \cdot \text{CFT}^0(\mathcal{H}', \varpi)[-1]
\]

be the chain homotopy that makes the diagram (5) commute. Let us add $\Upsilon(\mathcal{H}, \mathcal{H}')$ to that diagram as a diagonal map from the upper left to the lower right corner. Together with the two vertical maps, this gives a chain map $\Phi^I(\mathcal{H}, \mathcal{H}')$ between the two rows, i.e., between $\text{CFT}^0(\mathcal{H}, \varpi)$ and $\text{CFT}^0(\mathcal{H}', \varpi)$. To see that $\Phi^I(\mathcal{H}, \mathcal{H}')$ is a quasi-isomorphism, note that any mapping come comes equipped with a natural two-step filtration; in the diagram (5), we set the filtration level to be 1 for the left column and 0 for the right column. The chain map we constructed respects the filtration, and it induces an quasi-isomorphism on the associated graded. (This is because on the associated graded we only see the vertical maps $\Phi(\mathcal{H}, \mathcal{H}')$, which are chain homotopy equivalences.) A filtered chain map that induces a quasi-isomorphism on the associated graded must be a quasi-isomorphism itself.

We have shown that the quasi-isomorphism type of $\text{CFT}^0(\mathcal{H}, \varpi)$ is an invariant of the triple $(Y, z, \varpi)$. It remains to prove independence of the basepoint $z$. If we have another basepoint $z' \in Y$, pick a diffeomorphism $\phi : Y \to Y$ such that $\phi(z) = z'$. Given a Heegaard pair $\mathcal{H}$ for $(Y, z)$ and a sequence of moves from $\mathcal{H}$ to $\mathcal{H}$, we can apply the diffeomorphism $\phi$ to obtain a Heegaard pair $\phi(\mathcal{H})$ for $(Y, z')$, as well as a sequence of moves from $\phi(\mathcal{H})$ to $\phi(\mathcal{H})$. The resulting modules $\text{CFT}^0(\mathcal{H}, \varpi)$ and $\text{CFT}^0(\phi(\mathcal{H}), \varpi)$ are clearly isomorphic. \(\square\)

We define the involutive Heegaard Floer homology $\text{HFI}^0(Y, \varpi)$ to be the homology of the complex $\text{CFT}^0(\mathcal{H}, \varpi)$. Summing over all spin$^c$ orbits, we set

\[
\text{HFI}^0(Y) := \bigoplus_{\varpi \in \text{Spin}^c(Y)} \text{HFI}^0(Y, \varpi).
\]

Proposition 2.7 shows that the isomorphism class of $\text{HFI}^0(Y, \varpi)$, as an $\mathcal{R}$-module, is an invariant of $(Y, \varpi)$. This implies Theorem 1.1.
2.4. Remarks on naturality. With \((Y, z)\) fixed, let us construct a one-dimensional complex \(K^1\) as follows. We take the vertices of \(K^1\) to be all the admissible Heegaard pairs \(H = (H, J)\). Then, for each standard move (change in \(J\), isotopy, handleslide, stabilization), we draw an edge between the initial and the final Heegaard pair. Thus, to each vertex of \(K^1\) we associate a complex \(\text{CF}^0(\mathcal{H}, \mathcal{S})\), and to each edge \(e^1\) a chain homotopy equivalence \(\Phi(e^1)\) between the respective complexes. Theorem 2.1 can then be viewed as a consequence of the connectedness of \(K^1\).

Furthermore, Proposition 2.3 says that whenever we have a loop in \(K^1\) (starting at a vertex \(\mathcal{H}\)), the homotopy equivalence from \(\text{CF}^0(\mathcal{H}, \mathcal{S})\) to itself given by going around the loop is homotopic to the identity. The chain homotopy depends on some choices (of handleswaps, of 2-parameter families of isotopic curves or almost complex structures, etc.) For each such choice, let us attach a 2-disk to the loop in \(K^1\). This produces a complex \(K^2\), where to each 2-cell \(e^2\) we have associated a chain homotopy \(\Upsilon(e^2)\). Theorem 2.2 can then be viewed as a consequence of the fact that \(K^2\) is simply connected. (This should be compared with the discussion in Appendix A in [11], which contains an elementary proof of simple connectivity for a 2-complex of handleslides.)

While Theorem 2.2 and Proposition 2.3 give a naturality result "of order one," one could ask for more. To each sphere in \(K^2\) we have an associated sum of compositions between the edge maps \(\Phi(e^1)\) and the chain homotopies \(\Upsilon(e^2)\). We conjecture that this sum is chain homotopic to zero. One should be able to attach a 3-cell to the sphere for each natural choice of such a "higher chain homotopy," and obtain a 2-connected complex \(K^3\). This would be a naturality result of order two. Moreover, one should be able to continue this process and hope for \((n - 1)\)-connected complexes \(K^n\) for all \(n\), such that their union is contractible. This would be a naturality result of infinite order.

Our expectation is based on the situation in Seiberg-Witten theory [12, 23], where monopole Floer homology is defined starting from a contractible set of choices (metrics, perturbations, base connections). In contrast, the analogous result in Heegaard Floer theory seems much harder to obtain. A Heegaard diagram corresponds to a (self-indexing) Morse function on \(Y\), which gives a gradient vector field on \(Y\). To prove naturality of order one, Juhász and Thurston had to study singularities of 2-parameter families of gradients. To prove naturality of infinite order, one would need to understand singularities of \(n\)-parameter families of gradients, for all \(n\).

Although they are beyond the scope of the current work, let us now mention two ways in which Proposition 2.7 could be strengthened. Both of them would involve proving a kind of naturality result of order two.

The first improvement would be to replace invariance up to quasi-isomorphism (in Proposition 2.7) with invariance up to chain homotopy equivalence. This would require constructing a homotopy inverse to the quasi-isomorphism \(\Phi^I(\mathcal{H}, \mathcal{H}')\). A good candidate is \(\Phi^I(\mathcal{H}', \mathcal{H})\). To prove that \(\Phi^I(\mathcal{H}, \mathcal{H}') \circ \Phi^I(\mathcal{H}', \mathcal{H}) \sim \text{id}\), one needs a commutation result between maps of the form \(\Phi(\mathcal{H}, \mathcal{H}')\) and chain homotopies of the form \(\Upsilon(\mathcal{H}, \mathcal{H}')\). In principle, this is an instance of order two naturality. However, in the case at hand, a proof may be more tractable by choosing \(\Phi(\mathcal{H}', \mathcal{H})\) to follow the same Heegaard moves as \(\Phi(\mathcal{H}, \mathcal{H}')\), but in reverse, and by choosing \(\Upsilon(\mathcal{H}', \mathcal{H})\) to be a suitable reverse of \(\Upsilon(\mathcal{H}, \mathcal{H}')\).

The second possible strengthening is to show naturality of order one for \(\text{CFI}^\circ(\mathcal{H}, \varpi)\). In the spirit of Proposition 2.3, this would mean that the complexes \(\text{CFI}^\circ(\mathcal{H}, \varpi)\) for different \(\mathcal{H}\) form a transitive system in the homotopy category. This would give a construction of \(HFI^\circ(Y, \varpi)\) as a well-defined \(\mathcal{R}\)-module. A proof would require the following: As we...
move from $\mathcal{H}$ to itself by a sequence of Heegaard moves, we get a map $\Phi'(\mathcal{H}, \mathcal{H})$, which is chain homotopic to the identity by a homotopy $\Upsilon'(\mathcal{H}, \mathcal{H})$ given by Proposition 2.3. There is a similar conjugate homotopy $\Upsilon(\mathcal{H}, \mathcal{H})$, and we need to prove a commutation result between these $\Upsilon$ maps and the equivalences $\Phi(\mathcal{H}, \mathcal{H})$. This is again an instance of order two naturality. In fact, since we used naturality of order one for $CF^0$ to prove Proposition 2.7 (which is invariance of the isomorphism class for $CFI^0$, i.e., naturality of order zero), it is not surprising that proving naturality of order one for $CFI^0$ requires naturality of order two for $CF^0$.

3. Comparison to Seiberg-Witten theory

By work of Kutluhan-Lee-Taubes [14], or Collin-Ghiggini-Honda and Taubes [2, 54], Heegaard Floer homology is now known to be isomorphic to monopole (Seiberg-Witten) Floer homology as defined by Kronheimer-Mrowka [12]. An alternative construction of Seiberg-Witten Floer homology for rational homology spheres was given by the second author in [23], and work in progress by Lidman and the second author establishes the Seiberg-Witten Floer homology for rational homology spheres was given by the second Floer homology as defined by Kronheimer-Mrowka [12]. An alternative construction of Heegaard Floer homology is now known to be isomorphic to monopole (Seiberg-Witten) $\iota$ in Seiberg-Witten theory is the conjugation symmetry, which corresponds to $S^1$ (which is invariance of the isomorphism class for $CFI^0$).

$\Upsilon$ (Z by Seidel and Smith [52]. Their starting point was to Morse theory on the homotopy quotient $M_{borel} := M \times_{\mathbb{Z}_2} E\mathbb{Z}_2$. This space is a fiber bundle over $B\mathbb{Z}_2 = \mathbb{R}P^\infty$ with fiber $M$. By equipping the base $\mathbb{R}P^\infty$ with a standard metric and Morse function (with one critical point in each nonnegative degree), and equipping the fibers with a suitable family of metrics and functions, one can show that $H_*(M_{borel}; \mathbb{Z}_2) = H_*^{\mathbb{Z}_2}(M; \mathbb{Z}_2)$ is the homology of a complex

$$C_*(borel)(M), \partial(borel),$$

as follows. As a vector space, the complex $C_*(borel)(M)$ is freely generated by pairs $[x, j]$, where $x$ is a generator of the usual Morse complex $C_*(M)$ and $j$ is a nonnegative integer. The degree of $[x, j]$ is $(\deg x) + j$. Further, there is a $H^*(B\mathbb{Z}_2; \mathbb{Z}_2) = \mathbb{Z}_2[Q]$ action on $C_*(borel)(M)$, given by $Q \cdot [x, j] = [x, j - 1]$. The differential $\partial(borel)$ decomposes as

$$\partial(borel) = \partial + Q \cdot (1 + \iota) + Q^2 \cdot H + \ldots$$

where $\partial$ is the ordinary Morse differential for $M$, and the higher terms are Morse continuation maps parametrized by gradient flow lines on the base $\mathbb{R}P^\infty$. In particular, $\iota: C_*(M) \to C_*(M)$ is a chain map that induces the involution on $H_*(M)$, and the next term $H$ is a chain homotopy between $\iota^2$ and the identity.

In view of this, a potential $\mathbb{Z}_2$-equivariant version of $HF^+(Y)$ (or “Pin(2) Heegaard Floer homology”) should be the homology of a complex whose generators are $[x, i, j]$ for
\( x \in T_\alpha \cap T_\beta \) and \( i, j \in \mathbb{Z}_{\geq 0} \), with a differential similar to (7). This would come with \( U \) and \( Q \) actions given by \( U \cdot [x, i, j] = [x, i - 1, j] \) and \( Q \cdot [x, i, j] = [x, i, j - 1] \). However, the \( U \) action would generally not commute with the differential. Rather, given that this should mimic \( \text{Pin}(2) \)-equivariant Seiberg-Witten Floer homology and therefore be a module over \( H^*(B\text{Pin}(2); \mathbb{Z}_2) = \mathbb{Z}_2[Q, V]/(Q^3) \) as in [22], we only expect the \( U^2 = V \) action to commute with the differential, and we further expect the \( Q \) action to satisfy \( Q^3 = 0 \) on homology.

In any case, a definition of \( \text{Pin}(2) \) Heegaard Floer homology along these lines is difficult for the following reasons. The \( Q^2 \) term in (7) involves the chain homotopy \( H \) between \( i^2 \) and the identity. Such a homotopy exists because of the usual naturality (of order one) in Heegaard Floer homology, but proving that a complex involving \( H \) is well-defined up to chain homotopy would involve showing that any two choices of \( H \) are related by a higher homotopy, and this would mean proving naturality of order two. (Compare Section 2.4.) Moreover, naturality of order two would be involved in even defining the \( Q^3 \) term in the differential. To define the whole differential would require a proof of naturality up to arbitrary orders in Heegaard Floer homology, and this is not accessible by current methods.

These limitations have led us to settle for a truncation of the complex (7), in which we set \( Q^2 = 0 \). The result is the involutive Heegaard Floer homology defined in Section 2. This is a module over \( \mathcal{R} = \mathbb{Z}_2[Q, U]/(Q^2) \), which can be identified with \( H^*(B\mathbb{Z}_4; \mathbb{Z}_2) \). In fact, in the Introduction we claimed that \( H^{FI^+}(Y) \) should correspond to \( \mathbb{Z}_4 \)-equivariant Seiberg-Witten Floer homology, where \( \mathbb{Z}_4 \subset \text{Pin}(2) \) is the subgroup generated by \( j \). This is justified by the following result.

**Proposition 3.1.** Let \( X \) be a paracompact Hausdorff space with a \( \text{Pin}(2) \) action, and fix a model \( E \) for the classifying bundle \( E \text{Pin}(2) \). Let \( C^S_\ast(X; \mathbb{Z}_2) \) be the singular chain complex of the \( S^1 \) homotopy quotient \( X \times_{S^1} E \), with an involution \( i \) coming from the action of \( j \in \text{Pin}(2) \) on \( X \times E \). Then, we have an isomorphism of \( \mathcal{R} \)-modules

\[
H^\mathbb{Z}_\ast(X; \mathbb{Z}_2) \cong H_\ast(\text{Cone}(C^S_\ast(X; \mathbb{Z}_2) \xrightarrow{Q^{1+i}} Q \cdot C^S_\ast(X; \mathbb{Z}_2)[-1])).
\]

**Proof.** Let

\[
Y := (X \times_{S^1} E) \times_{\mathbb{Z}_2} S^1
\]

be the mapping torus of \( X \times_{S^1} E \) associated to the involution \( j \). The right hand side of (8) is the homology of \( Y \). Since \( (X \times_{S^1} E)/\mathbb{Z}_2 \cong X \times_{\text{Pin}(2)} E \), we can view \( Y \) as a principal bundle

\[
S^1 \hookrightarrow Y \twoheadrightarrow X \times_{\text{Pin}(2)} E.
\]

Principal circle bundles over a base \( B \) are classified by homotopy classes of maps \( B \to BS^1 \), that is, by elements in \( H^2(B; \mathbb{Z}) \) (their Euler classes). In our case the classifying map is the composition

\[
X \times_{\text{Pin}(2)} E \to B\text{Pin}(2) \to BS^1,
\]

where the latter map comes from the quotient \( \text{Pin}(2)/\mathbb{Z}_4 \cong S^1 \).

On the other hand, since \( \text{Pin}(2)/\mathbb{Z}_4 \cong S^1 \), we also have a fiber bundle (which is not a principal bundle)

\[
S^1 \hookrightarrow X \times_{\mathbb{Z}_4} E \twoheadrightarrow X \times_{\text{Pin}(2)} E.
\]

General circle bundles over a base \( B \) are classified by homotopy classes of maps \( B \to BO(2) \), and they can be made into principal bundles if and only if they are orientable, that is, when the classifying map factors through \( BSO(2) \cong BS^1 \). Each circle bundle
$S^1 \to T \to B$ has an associated second Steifel-Whitney class $w_2(T) \in H^2(B; \mathbb{Z}_2)$. Cap product with $w_2(T)$ gives one of the maps in the Gysin sequence on homology

$$\cdots \to H_*(T; \mathbb{Z}_2) \to H_*(B; \mathbb{Z}_2) \xrightarrow{-w_2(T)} H_{*-1}(B; \mathbb{Z}_2) \to \cdots$$

At the chain level, the Gysin construction shows that $C_*(T)$ is homotopy equivalent to the mapping cone

$$\text{Cone}(C_*(B; \mathbb{Z}_2) \xrightarrow{-w} C_{*-1}(B; \mathbb{Z}_2)),$$

where $w$ is any cocycle representing $w_2(T)$. Therefore, if we have two circle bundles $T, T'$ over $B$ with the same second Steifel-Whitney class, then the homologies $H_*(T; \mathbb{Z}_2)$ and $H_*(T'; \mathbb{Z}_2)$ are isomorphic.

In our setting, the circle bundles $(9)$ and $(10)$ have the same second Stiefel-Whitney class, namely the pull-back to $H^\ast(X \times_{\text{Pin}(2)} E; \mathbb{Z}_2)$ of the generator $Q^2 \in H^\ast(B \text{Pin}(2); \mathbb{Z}_2) \cong \mathbb{Z}_2$. This implies that

$$H_2^T(X; \mathbb{Z}_2) \cong H_*(Y; \mathbb{Z}_2). \quad (11)$$

It remains to show that this isomorphism preserves the $\mathcal{R}$-module structures. To see this, consider the particular case $X = pt$, where the isomorphism gives

$$H_*(BZ_4; \mathbb{Z}_2) \cong H_*((E/S^1) \times_{\mathbb{Z}_2} S^1; \mathbb{Z}_2) \cong \mathcal{R}.$$ 

For general $X$, the $\mathcal{R}$-module actions on $H_2^T(X; \mathbb{Z}_2)$ and $H_*(Y; \mathbb{Z}_2)$ are given by pulling back cohomology elements under the bundle maps induced by the projection $X \to pt$. The fact that the isomorphism $(11)$ commutes with these actions follows from the functoriality of the Gysin sequence (at the chain level) under bundle maps. □

In view of Proposition 3.1, we make the following

**Conjecture 3.2.** For any rational homology sphere $Y$ and spin structure $s$ on $Y$, we have an $\mathcal{R}$-module isomorphism

$$H^{\mathcal{F}I^+}_*(Y; s) \cong H_2^{SWF}(Y, s; \mathbb{Z}_2),$$

where $SWF(Y, s)$ is the Seiberg-Witten Floer spectrum from $[23]$. 

4. Properties

In this section we establish a few properties of the involutive Heegaard Floer homology groups $H^{\mathcal{F}I}_*(Y, \varpi)$ defined in Section 2.

4.1. **Basic facts.** First, observe that since $CF^\circ = (CF^\circ[-1] \otimes (\mathbb{Z}_2[Q]/(Q^2)))$ as a vector space, the (relative and absolute) gradings on $CF^\circ$ induce gradings on $CF^\circ$. Let us write $c_1(\varpi)$ for the first Chern class of any representative of $\varpi$, and let $\delta(\varpi) = \text{gcd}\{c_1(\varpi), \xi \mid \xi \in H_2(Y; \mathbb{Z})\}$. Then, $CF^\circ(Y, \varpi)$ has an absolute $\mathbb{Z}_2$ grading and a relative $\mathbb{Z}/\delta(\varpi)\mathbb{Z}$ grading. Further, when $c_1(\varpi)$ is torsion, there is an absolute $\mathbb{Q}$-grading lifting the $\mathbb{Z}/\delta(\varpi)\mathbb{Z}$ grading. (Compare $[39], [34].$)

We have the following exact sequences, in analogy with the corresponding long exact sequences for ordinary Heegaard Floer homology.

**Proposition 4.1.** The involutive Heegaard Floer groups have long exact sequences

$$\cdots \to \hat{HFI}(Y, \varpi) \to HFI^+(Y, \varpi) \xrightarrow{T} HFI^+(Y, \varpi) \to \cdots$$

$$\cdots \to \hat{HFI}^{-}(Y, \varpi) \xrightarrow{U} HFI^\infty(Y, \varpi) \xrightarrow{\bar{U}} HFI^+(Y, \varpi) \to \cdots$$
where $i$ and $\pi$ denote the maps induced by inclusion and projection.

Proof. We prove the second assertion; the first is similar. From the definitions of the ordinary Heegaard Floer chain complexes, there is a short exact sequence $0 \to CF^-(Y, s) \to CF^\infty(Y, s) \to CF^+(Y, s) \to 0$. We have the following commutative diagram.

\[
\begin{array}{ccc}
0 & \longrightarrow & CF^-(Y, s) \\
\downarrow{Q(1+i)} & & \downarrow{Q(1+i)} \\
0 & \longrightarrow & Q \cdot CF^-(Y, s)[-1] \\
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & \longrightarrow \\
\uparrow{Q(1+i)} & & \uparrow{Q(1+i)} \\
\longrightarrow & \longrightarrow & \longrightarrow \\
0 & \longrightarrow & Q \cdot CF^\infty(Y, s)[-1] \\
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & \longrightarrow \\
\downarrow{\pi} & & \downarrow{\pi} \\
0 & \longrightarrow & Q \cdot CF^+(Y, s)[-1] \\
\end{array}
\]

Commutativity of this diagram induces a short exact sequence of chain maps between the mapping cones:

\[0 \to CFI^-(Y, \varpi) \to CFI^\infty(Y, \varpi) \to CFI^+(Y, \varpi) \to 0\]

which in turn gives rise to the desired long exact sequence. \hfill \Box

In addition to the involutive Heegaard Floer complexes $CF^\circ(Y, \varpi)$, we can also consider their duals, the cochain complexes $CFI_\circ(Y, \varpi)$. In ordinary Heegaard Floer homology, the dual complex to $CF^\circ(Y, \varpi)$ is denoted $CF_\circ(Y, \varpi)$, and then $CFI_\circ(Y, \varpi)$ can be viewed as the mapping cone of $Q(1+i^2)$ on $CF_\circ(Y, \varpi)$, where $i^2$ is the dual map to $i$ on cochain complexes.

By analogy with the reduced Heegaard Floer groups $HF^+_\text{red}(Y, s)$ from [39, Definition 4.7], we define the reduced involutive Heegaard Floer homology as

\[HF^+_\text{red}(Y, \varpi) := HF^+(Y, \varpi)/\text{Im}(U^n) \text{ for } n \gg 0.\]

In other words, $HF^+_\text{red}(Y, \varpi)$ is the cokernel of the map $\pi: HF^\infty(Y, \varpi) \to HF^+(Y, \varpi)$ from the second exact sequence in Proposition 4.1.

4.2. Orientation reversal. We would like to consider the behavior of the involutive invariant under orientation reversal. For context, let us quickly recall the situation for ordinary Heegaard Floer homology. Recall that there is a natural bijection $\text{Spin}^c(Y) \simeq \text{Spin}^c(-Y)$ by regarding a nowhere-vanishing vector field over $Y$ as a nowhere-vanishing vector field over $-Y$. Ozsváth and Szabó [42, Section 5] define a pairing map

\[CF^\infty(Y, s) \times CF^\infty(-Y, s) \to \mathbb{Z}\]

via

\[\langle [x, i], [y, j] \rangle = \begin{cases} 1 & \text{if } x = y \text{ and } i + j + 1 = 0 \\ 0 & \text{otherwise} \end{cases}\]

which satisfies $\langle \partial_Y \alpha, \beta \rangle = \langle \alpha, \partial_Y \beta \rangle$ and $\langle U \alpha, \beta \rangle = \langle \alpha, U \beta \rangle$. For torsion $\text{spin}^c$ structures, this induces isomorphisms of chain complexes between $CF^\infty(Y, s)$ and the cochain complex $CF^\infty(-Y, s)$ and between $CF^+(Y, s)$ and the cochain complex $CF^+(-Y, s)$, in both cases via $[x, i] \mapsto [x, -i - 1]^*$. In order to define an analogous pairing for involutive Heegaard Floer homology on the chain level, we must take some care with the choices made in producing appropriate chain maps $i$ for $Y$ and $-Y$. As in Section 2, let $\mathcal{H} = (\Sigma, \alpha, \beta, z)$ be a Heegaard diagram for $Y$, and let $\overline{\mathcal{H}} = (-\Sigma, \beta, \alpha, z)$. Assume we have chosen a sequence of moves between $\overline{\mathcal{H}}$ and
\( \mathcal{H} \) inducing a chain homotopy equivalence \( \Phi(\overline{\mathcal{H}}, \mathcal{H}) : CF^\infty(\overline{\mathcal{H}}, \bar{s}) \to CF^\infty(\mathcal{H}, \bar{s}) \), so that the chain map \( \iota_Y \) is the composition

\[
\iota_Y : CF^\infty(\mathcal{H}, \bar{s}) \xrightarrow{\eta} CF^\infty(\overline{\mathcal{H}}, \bar{s}) \xrightarrow{\Phi(\overline{\mathcal{H}}, \mathcal{H})} CF^\infty(\mathcal{H}, \bar{s})
\]

where \( \eta \), as before, is the canonical isomorphism between \( CF^\infty(\mathcal{H}, \bar{s}) \) and \( CF^\infty(\overline{\mathcal{H}}, \bar{s}) \). Now, let \( -\mathcal{H} = (\Sigma, \beta, \alpha, z) \) be our choice of Heegaard diagram for \( -Y \), and let the sequence of moves connecting \( -\mathcal{H} = (-\Sigma, \alpha, \beta, z) \) to \( -\mathcal{H} \) be the same moves as in the previous sequence, but in the opposite order. Then we have a map

\[
\iota_{-Y} : CF^\infty(-\mathcal{H}, \bar{s}) \xrightarrow{\eta} CF^\infty(-\overline{\mathcal{H}}, \bar{s}) \xrightarrow{\Phi(-\overline{\mathcal{H}}, \mathcal{H})} CF^\infty(-\mathcal{H}, \bar{s}).
\]

With this in mind, we define a pairing

\[
\langle . , . \rangle^t : CF^\infty(\mathcal{H}, \bar{w}) \times CF^\infty(-\mathcal{H}, \bar{w}) \to \mathbb{Z}
\]

by requiring that \( \langle [x, i], [y, j] \rangle^t = \langle Q[x, i], Q[y, j] \rangle^t = 0 \) and

\[
\langle [x, i], Q[y, j] \rangle^t = \langle Q[x, i], [y, j] \rangle^t = \begin{cases} 
1 & \text{if } x = y \text{ and } i + j + 1 = 0 \\
0 & \text{otherwise.}
\end{cases}
\]

The point of our care in constructing \( \iota_Y \) and \( \iota_{-Y} \) is the following lemma.

**Lemma 4.2.** The pairing \( \langle . , . \rangle^t \) satisfies

\[
\langle Q(\iota_Y [x, i]), [y, j] \rangle^t = \langle [x, i], Q(\iota_{-Y} [y, j]) \rangle^t.
\]

**Proof.** Each map of chain complexes induced by one of the moves in the sequence we have chosen to connect \( \overline{\mathcal{H}} \) and \( \mathcal{H} \) counts either rigid pseudo-holomorphic disks of appropriate index or pseudo-holomorphic triangles; interchanging \( \alpha \) and \( \beta \) and running the sequence in the opposite order has the effect that the direction of each disk or triangle is reversed. Suppose that \( \iota_Y ([x, i]) \), written as a sum of generators of \( CF^\infty(\mathcal{H}, \bar{s}) \) such that each appears exactly once, contains \([y, -j - 1]\). Then there is a chain of pseudo-holomorphic disks and triangles in the maps comprising \( \Phi(\overline{\mathcal{H}}, \mathcal{H}) \) from \( x \) to \( y \). This implies that there is a chain of holomorphic disks and triangles in the maps comprising \( \Phi(-\overline{\mathcal{H}}, -\mathcal{H}) \) from \( y \) to \( x \), and, by considering intersections with the basepoint, that \( \iota_{-Y} ([y, j]) \), again written as a sum of intersection points, must contain \([x, -i - 1]\). \( \square \)

We can now prove the following.

**Lemma 4.3.** Under the pairing \( \langle . , . \rangle^t \), we have the identities

\[
\langle \alpha, \partial^\mathcal{H}_Y \beta \rangle^t = \langle \partial^\mathcal{H}_Y \alpha, \beta \rangle^t
\]

\[
\langle \alpha, U^\mathcal{H} \beta \rangle^t = \langle U \alpha, \beta \rangle^t.
\]

**Proof.** First, suppose that \( \alpha = [x, i] \) and \( \beta = Q[y, j] \). Let \( \partial^\mathcal{H}_Y \) denote the usual Heegaard Floer differential for \( Y \), so that \( \partial^\mathcal{H}_Y [x, i] = \partial^\mathcal{H}_Y [x, i] + Q(1 + \iota_Y) [x, i] \). Similarly, \( \partial_{-Y}^\mathcal{H} (Q[y, j]) = Q \partial_{-Y} (y, j) \). Thus, we have

\[
\langle \partial^\mathcal{H}_Y \alpha, \beta \rangle^t = \langle \partial^\mathcal{H}_Y [x, i] + Q(1 + \iota_Y) [x, i], Q[y, j] \rangle^t
\]

\[
= \langle \partial^\mathcal{H}_Y [x, i], Q[y, j] \rangle^t
\]

\[
= \langle [x, i], Q \partial_{-Y} (y, j) \rangle^t
\]

\[
= \langle \alpha, \partial_{-Y}^\mathcal{H} \beta \rangle^t
\]

\[
= \langle \alpha, \partial_{-Y} \beta \rangle^t
\]

\[
= \langle \alpha, \partial^\mathcal{H}_Y \beta \rangle^t
\]
where the third equality comes from the fact that $J$-holomorphic disks from $x$ to $y$ counted by $\partial_Y$ are in one-to-one correspondence with $-J$ holomorphic disks from $y$ to $x$ counted by $\partial_{-Y}$. The case in which $\alpha = Q[x, i]$ and $\beta = [y, j]$ can now be obtained from this case by reversing the roles of $Y$ and $-Y$.

Next, suppose that $\alpha = [x, i]$, $\beta = [y, j]$. Then $\partial_Y(\alpha) = \partial_Y[x, i] + Q(1 + \iota_Y)[x, i]$ and $\partial_{-Y}(\beta) = \partial_{-Y}[y, j] + Q(1 + \iota_{-Y})[y, j]$. We have

$$\langle \partial_Y \alpha, \beta \rangle = \langle \partial_Y[x, i] + Q(1 + \iota_Y)[x, i], [y, j] \rangle^t$$

$$= \langle Q(1 + \iota_Y)[x, i], [y, j] \rangle^t$$

$$= \langle Q[x, i], [y, j] \rangle^t + \langle Q[\iota_Y(x), i], [y, j] \rangle^t$$

$$= \langle [x, i], Q[y, j] \rangle^t + \langle [x, i], Q(\iota_Y[y, j]) \rangle^t$$

$$= \langle [x, i], Q(1 + \iota_{-Y}[y, j]) \rangle^t$$

$$= \langle [x, i], \partial_{-Y}[y, j] + Q(1 + \iota_{-Y})[y, j] \rangle^t$$

$$= \langle \alpha, \partial_{-Y} \beta \rangle^t.$$ 

The fourth, most important, equality comes from Lemma 4.2. Finally, in the case that $\alpha = Q[x, i]$ and $\beta = Q[y, j]$, both sides of the claimed identity are trivial.

The second statement is straightforward since $U[x, i] = [x, i - 1]$.

By Lemma 4.3 the pairing we have defined on $CFI^\infty$ descends to give pairings

$$\langle , \rangle^t : HFI^\infty(Y, \varpi) \times HFI^\infty(-Y, \varpi) \to \mathbb{Z},$$

$$\langle , \rangle^t : HFI^+(Y, \varpi) \times HFI^-(Y, \varpi) \to \mathbb{Z}.$$ 

In particular, for $c_1(\varpi)$ torsion, this gives isomorphisms between $CFI^\infty(Y, \varpi)$ and the cochain complex $CFI^\infty(Y, \varpi)$, and between $CFI^+(Y, \varpi)$ and the cochain complex $CFI^-(Y, \varpi)$, in both cases via $[x, i] \mapsto [Qx, -i - 1]^*$ and $[Qx, i] \mapsto [x, -i - 1]^*$.

At this point we recall that the analogous isomorphism on $CF^\infty$ in ordinary Heegaard Floer homology, which goes by $[x, i] \mapsto [x, -i - 1]^*$, takes $CF^\infty_r(Y, s)$ to $CF^{r-2}_\infty(Y, s)$ [12, Proposition 7.11]. Because the absolute grading on $CFI^\circ$ is induced by the absolute grading on $CF^\circ$, we immediately have the following.

**Proposition 4.4.** If $s$ is a torsion spin$^c$ structure on $Y$ and $\varpi$ is its orbit under conjugation, there are isomorphisms

$$CFI^\infty_r(Y, \varpi) \to CFI^{r-1}_\infty(-Y, \varpi),$$

$$CFI^+(Y, \varpi) \to CFI^-(Y, \varpi).$$

**Proof.** Let $r$ be the absolute grading of $[x, i]$ as an element of $CFI^\infty(Y, s)$. Then the absolute grading of $[x, i]$ as an element of $CFI^\infty(Y)$ is $r + 1$ and the absolute grading of its image $Q[x, -i - 1]^*$ as an element of $CFI^\infty(-Y)$ is $-r - 2 = -(r + 1) - 1$. Similarly, the absolute grading of $Q[x, i]$ as an element of $CFI^\infty(-Y)$ is $r$ and the absolute grading of its image $[x, -i - 1]^*$ is $-r - 2 + 1 = -r - 1$.

Using the universal coefficients theorem for cohomology, Proposition 4.4 allows us to calculate $HFI^-(Y, \varpi)$ from knowledge of $HFI^+(Y, \varpi)$. Further, once we know $HFI^-(Y, \varpi)$, we can get $HFI^+(Y, \varpi)$ by analyzing the second exact triangle from Proposition 4.1.
4.3. Relation to the usual Heegaard Floer groups.

**Proposition 4.5.** Let $\varpi \in [\text{Spin}^c(Y)]$ be an orbit of the form $\{s, \bar{s}\}$ with $s \neq \bar{s}$. Then, we have an isomorphism of graded $\mathbb{R}$-modules

$$HFI^\circ(Y, \varpi) \cong HF^\circ(Y, s)[-1] \oplus HF^\circ(Y, \bar{s}),$$

with trivial multiplication by $Q$.

**Proof.** Recall that for the map $\iota: CF^\circ(Y, s) \to CF^\circ(Y, \bar{s})$ is the composition of a chain isomorphism and a chain homotopy equivalence, and is therefore itself a chain homotopy equivalence, with homotopy inverse $\iota: CF^\circ(Y, \bar{s}) \to CF^\circ(Y, s)$.

For notational simplicity, consider the general situation of two $\mathbb{Z}_2[U]$-complexes $(A, \partial_A)$ and $(B, \partial_B)$ with $U$-equivariant chain homotopy equivalences $f: A \to B$ and $g: B \to A$ which are homotopy inverses. Consider the chain complex $((A \oplus B)[-1]) \otimes \mathbb{Z}_2[Q]/(Q^2)$ with differentials

$$a \mapsto \partial_A a + Qa + Qf(a) \quad b \mapsto \partial_B b + Qb + Qg(b)$$

$Qa \mapsto Q\partial_A a \quad Qb \mapsto Q\partial_B b$

Let $W: A \to A$ be the homotopy between $gf$ and the identity. We do a change of basis, replacing $A$ with $A'$ consisting of elements $a' = a + f(a) + QW(a)$ and $QB$ by $QB'$ with elements $Qb' = Qb + Qg(b)$. We define differentials $\partial_{A'}$ on $A'$ and $\partial_{B'}$ on $B'$ by

$$\partial_{A'}(a') = (\partial_A a)', \quad \partial_{B'}(b') = (\partial_B b').$$

Notice that, because $f$, $g$ and $W$ are $U$-equivariant, if $Ua_1 = a_2$, then $Ua_1' = a_2'$, and similarly for $QB'$. After this change of basis, we have differentials

$$a' \mapsto \partial_{A'} a' \quad b \mapsto \partial_{B'} b + Qb'$$

$$Qa \mapsto Q\partial_{A'} a \quad Qb' \mapsto Q\partial_{B'} b'$$

Bearing in mind that $A' \simeq A$, we see that the homology of this complex is

$$H_{* - 1}(A') \oplus H_*(QA) \cong H_{* - 1}(A) \oplus H_*(A).$$

The $Q$ action is trivial because if $a'$ is a cycle, then $\partial_A a + \partial_B f(a) + Q\partial_A H(a) = 0$, so in fact all three of these summands are zero. It follows that $Qa' = Q(a + f(a)) = \partial a$, so $Q[a'] = 0$ in homology.

Applying this result to our case yields the conclusion. \hfill $\square$

In light of the previous proposition, we will focus on $HFI^\circ(Y, \varpi)$ for $\varpi$ consisting of a single element $s$ with $s = \bar{s}$ (that is, $s$ is spin). In this case we simply write $CFI^\circ(Y, s)$ for $CFI^\circ(Y, \varpi)$, and $HFI^\circ(Y, s)$ for $HFI^\circ(Y, \varpi)$.

**Proposition 4.6.** Let $s$ be a spin structure on $Y$. Then, there is an exact triangle of $U$-equivariant maps relating $HFI^\circ$ to $HP^\circ$:

$$\begin{align*}
HF^\circ(Y, s) & \xrightarrow{Q(1 + \iota_\ast)} Q \cdot HF^\circ(Y, s)[-1] \\
HFI^\circ(Y, s) & \xrightarrow{} \\
\end{align*}$$

Here, the map $HFI^\circ(Y, s) \to HF^\circ(Y, s)$ decreases grading by 1, and the other two maps are grading-preserving.
Proof. This follows directly from the definitions: $\text{CFI}^+(Y, \varpi)$ is a mapping cone of chain complexes, and the homology of any mapping cone fits into such an exact triangle (cf., for example, [55], Proposition 1.5.2). □

Corollary 4.7. Let $s$ be a spin structure on $Y$. Then $\widehat{\text{CFI}}(Y, s)$ is isomorphic to the homology of the mapping cone

$$\widehat{\text{CFI}}(Y, s) \xrightarrow{\langle 1 + \iota_s \rangle} Q \cdot \widehat{\text{CFI}}(Y, s)[-1]$$

as $R$-modules (with trivial $U$ action).

Proof. Because $\widehat{\text{HF}}(Y, s)$ and $\widehat{\text{CFI}}(Y, s)$ are $\mathbb{Z}_2$-vector spaces, the exact triangle of Proposition 4.6 splits, and we have

$$0 \to \ker(Q(1 + \iota_s)[1]) \to \widehat{\text{CFI}}(Y, s) \to \coker(Q(1 + \iota_s)[1]) \to 0.$$ 

We see that $\widehat{\text{CFI}}(Y, s) = \ker(Q(1 + \iota_s)[1]) \oplus \coker(Q(1 + \iota_s)[1])$, with the $Q$ action agreeing with the map $\ker(Q(1 + \iota_s)) \xrightarrow{Q} \coker(Q(1 + \iota_s))$. □

Note that Corollary 4.7 implies that the Euler characteristic of $\widehat{\text{CFI}}(Y, s)$ is always zero.

Interestingly, the analog of Corollary 4.7 does not hold for the other versions. For example, in Section 6.8 we will compute $\text{CFI}^+(\Sigma(2,3,7))$, and we will see that it is not isomorphic to the mapping cone of $1 + \iota$ on $\text{HF}^+$. Thus, to understand $\text{CFI}^+$ we need to study $\iota$ at the chain level, before taking homology.

4.4. L-spaces. In Heegaard Floer theory, a three-manifold $Y$ is called an L-space if for all spin$^c$ structures $s$ on $Y$, we have $\text{HF}(Y, s) \cong \mathbb{Z}_2$ (in some grading) or, equivalently, $\text{HF}^+(Y, s) \cong T^+ := \mathbb{Z}_2[U, U^{-1}]/\mathbb{Z}_2[U]$. An L-space is necessarily a rational homology sphere.

Corollary 4.8. Let $Y$ be an L-space, and $s$ a spin structure on $Y$. Then

$$\text{HFI}^+(Y, s) \cong \text{HF}^+(Y, s)[-1] \otimes_{\mathbb{Z}_2[U]} R.$$ 

Proof. If $Y$ is an L-space, there is exactly one homology class in each grading $\text{HF}^+_r(Y, s)$. Therefore, since $\iota$ is grading-preserving and $U$-equivariant, $\iota_s$ is either the zero map or the identity. Since $\iota_s^2 = \text{Id}$, we see that $\iota_s$ is the identity map on $\text{HF}^+(Y, s)$. Therefore the map $(1 + \iota_s): \text{HF}^+(Y, s) \to Q \cdot \text{HF}^+(Y, s)[-1]$ must be zero. From the exact triangle we see that $\text{HFI}^+(Y, s)$ is an extension of $\text{HFI}^+(Y, s)[-1]$ by $Q \cdot \text{HF}^+(Y, s)[-1]$. Since these two towers are supported in different degrees mod $2\mathbb{Z}$, we conclude that the extension is trivial, implying the result. □

4.5. Cobordism maps. Suppose we have a connected, oriented four-dimensional cobordism $W$ between connected three-manifolds $Y$ and $Y'$. In [12], Ozsváth and Szabó construct maps

$$F^0_W: \text{HF}^0(Y, s|_Y) \to \text{HF}^0(Y', s|_{Y'}),$$

where $s$ is a spin$^c$ structure on $W$. Strictly speaking, the maps $F^0_W$ also depend on the choice of a path $\gamma$ from the basepoint on $Y$ to the basepoint on $Y'$; see [10] and [56] for a discussion of this in the hat case. However, we drop $\gamma$ from notation for simplicity.
Proof. To begin with, we choose the following:

\[ F_{W,\varpi}^0 = \sum_{s \in \varpi} F_{W,s}^0 : HF^0(Y, \varpi|Y) \to HF^0(Y', \varpi|Y'). \]

The purpose of this subsection is to construct similar maps in involutive Heegaard Floer homology.

**Proposition 4.9.** With \( W \) and \( \varpi \) as above, there exist maps

\[ F_{W,\varpi,a}^I : HFI^0(Y, \varpi|Y) \to HFI^0(Y', \varpi|Y') \]

depending on some additional data \( a \), such that the exact triangles of the form (13) fit into commutative diagrams

\[
\begin{align*}
\ldots & \xrightarrow{\quad} HF^0(Y, \varpi|Y) \xrightarrow{Q(1+\epsilon_s)} Q \cdot HF^0(Y, \varpi|Y)[-1] \xrightarrow{\quad} HFI^0(Y, \varpi|Y) \xrightarrow{\quad} \ldots \\
\ldots & \xrightarrow{\quad} HF^0(Y', \varpi|Y') \xrightarrow{Q(1+\epsilon_s)} Q \cdot HF^0(Y', \varpi|Y')[-1] \xrightarrow{\quad} HFI^0(Y', \varpi|Y') \xrightarrow{\quad} \ldots \\
\end{align*}
\]

Proof. To begin with, we choose the following:

(i) A decomposition of \( W \) as

\[ W = W_1 \cup Y_1 \cup W_2 \cup Y_2 \cup \cdots \cup Y_{n-1} \cup W_n, \]

where \( W_i \) is cobordism between three-manifolds \( Y_{i-1} \) and \( Y_i \), for each \( i = 1, \ldots, n \), such that \( Y_0 = Y \) and \( Y_n = Y' \). We require that exactly one of the \( W_i \), say \( W_j \), consists of the addition of two-handles. (There can be several two-handles in \( W_j \), or even none. Thus, \( W_j \) is given by surgery on a possibly empty framed link \( L \subset Y_{j-1} \).) Further, for \( i < j \), the cobordism \( W_i \) consists of a single one-handle addition, and for \( i > j \), it consists of a single three-handle addition;

(ii) A basepoint \( z \) on \( Y \) such that attaching the handles in each \( W_i \) is always done away from \( z \); this gives a path \( \gamma \) from \( z \in Y \) to a basepoint \( z' \in Y' \);

(iii) For each \( i < j \) (so that \( W_i \) is a one-handle), a choice of Heegaard pairs \( \mathcal{H}_{i-1} \) for \( Y_{i-1} \) and \( \mathcal{H}_i' \) for \( Y_i \), such that \( \mathcal{H}_i' \) is obtained from \( \mathcal{H}_{i-1} \) by a connected sum with a standard diagram for \( S^1 \times S^2 \), as in [42, Section 4.3];

(iv) For the value \( j \) such that \( W_j \) consists of two-handles, a choice of a bouquet for the framed link \( L \), as well as a Heegaard triple (together with almost complex structures) subordinate to that bouquet, as in [42, Section 4.1]. When restricted to \( Y_{j-1} \) and \( Y_j \) this gives Heegaard pairs \( \mathcal{H}_{j-1} \) and \( \mathcal{H}_j' \), respectively;

(v) For each \( i > j \) (so that \( W_i \) is a three-handle), a choice of Heegaard pairs \( \mathcal{H}_{i-1} \) for \( Y_{i-1} \) and \( \mathcal{H}_i' \) for \( Y_i \), such that \( \mathcal{H}_i' \) is obtained from \( \mathcal{H}_{i-1} \) by a connected sum with a standard diagram for \( S^1 \times S^2 \), as in [42, Section 4.3];

(vi) For each \( i = 1, \ldots, n-1 \), a sequence of Heegaard moves relating the Heegaard pairs \( \mathcal{H}_i' \) to \( \mathcal{H}_i \) for \( Y_i \). These give rise to chain homotopy equivalences \( \Phi(\mathcal{H}_i', \mathcal{H}_i) \) from \( CF^0(\mathcal{H}_i', \varpi|Y_i) \) to \( CF^0(\mathcal{H}_i, \varpi|Y_i) \).

Note that a decomposition of \( W \) as in (i) above can be obtained from a self-indexing Morse function on \( W \). Moreover, the data (i)-(vi) is what was needed to define the cobordism maps between ordinary Heegaard Floer complexes in [42].
To define cobordism maps between involutive Heegaard Floer complexes, we will use some additional choices $a_i$ and $b_i$ to construct chain maps

$$f_i = F^{I, o}_{W_i, \varpi|_{W_i}, a_i} : CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_i}) \to CFI^\omega(\mathcal{H}_i, \varpi|_{Y_i})$$

for $i = 1, \ldots, n$, and

$$g_i = \Phi^I(\mathcal{H}_i, \mathcal{H}_i; b_i) : CFI^\omega(\mathcal{H}_i, \varpi|_{Y_i}) \to CFI^\omega(\mathcal{H}_i, \varpi|_{Y_i})$$

for $i = 1, \ldots, n - 1$. Note that before defining $f_i$ and $g_i$, we will first need to construct their domains and targets. (Indeed, recall that the involutive Heegaard Floer chain complexes depend on sequences of moves that relate a diagram to its conjugate.) Once $f_i$ and $g_i$ are constructed, we will set

$$f^{I, o}_{W_i, \varpi, a} = f_n \circ g_{n-1} \circ f_{n-1} \circ \cdots \circ f_2 \circ g_1 \circ f_1$$

and then let $F^{I, o}_{W_i, \varpi, a}$ be the map induced by $f^{I, o}_{W_i, \varpi, a}$ on homology. The total data $a$ will consist of $(i)-(vi)$ above, together with the choices $a_i$ and $b_i$ at each step.

For each $i = 1, \ldots, n$, we define $f_i$ as follows. We choose a sequence of Heegaard moves from $\mathcal{H}_{i-1}$ to $\mathcal{H}_{i-1}$. These produce a chain homotopy equivalence

$$\Phi(\mathcal{H}_{i-1}, \mathcal{H}_{i-1}) : CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_{i-1}}) \to CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_{i-1}})$$

which can be used to construct the involutive complex $CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_{i-1}})$. We also choose (independently) a sequence of moves from $\mathcal{H}_i$ to $\mathcal{H}_i'$, which give a homotopy equivalence $\Phi(\mathcal{H}_i, \mathcal{H}_i')$ and a complex $CFI^\omega(\mathcal{H}_i', \varpi|_{Y_i})$. We now consider the diagram

$$\begin{array}{ccc}
CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_{i-1}}) & \overset{f^I_{W_i, \varpi|_{W_i}}}{\rightarrow} & CFI^\omega(\mathcal{H}_i, \varpi|_{Y_i}) \\
\Phi(\mathcal{H}_{i-1}, \mathcal{H}_{i-1}) \downarrow & & \downarrow \Phi(\mathcal{H}_i', \mathcal{H}_i') \\
CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_{i-1}}) & \overset{f^I_{W_i, \varpi|_{W_i}}}{\rightarrow} & CFI^\omega(\mathcal{H}_i', \varpi|_{Y_i})
\end{array}$$

where the horizontal maps are chain maps induced by handle additions in Heegaard Floer theory, as in [32]. Observe that the compositions $\Phi(\mathcal{H}_i, \mathcal{H}_i') \circ f^I_{W_i, \varpi|_{W_i}}$ and $f^I_{W_i, \varpi|_{W_i}} \circ \Phi(\mathcal{H}_{i-1}, \mathcal{H}_{i-1})$ can also be viewed as cobordism maps associated to $W_i$. By the well-definedness results for cobordism maps proved in [32], any two such maps are related by chain homotopies. It follows that the diagram (15) commutes up to chain homotopy. If we let $\Upsilon_i$ be a chain homotopy of this type, we can combine it with $f^I_{W_i, \varpi|_{W_i}}$ and $f^I_{W_i, \varpi|_{W_i}}$ to construct the desired map $f_i$ from $CFI^\omega(\mathcal{H}_{i-1}, \varpi|_{Y_i})$ to $CFI^\omega(\mathcal{H}_i', \varpi|_{Y_i})$; we are using here conjugation invariance of the cobordism maps (Theorem 3.6 in [32] at the chain level. Note that the data $a_i$ needed for defining $f_i$ consists of the two sequences of Heegaard moves, together with the chain homotopy $\Upsilon_i$.

The maps $g_i$ are constructed just as in the proof of Proposition 2.7. The corresponding data $b_i$ consists of chain homotopies $\Upsilon(\mathcal{H}_i, \mathcal{H}_i')$ from $CFI(\mathcal{H}_i, \varpi|_{Y_i})$ to $Q \cdot CFI^\omega(\mathcal{H}_i, \varpi|_{Y_i})[-1]$.

This concludes the definition of the map $F^{I, o}_{W_i, \varpi, a}$. The commutativity of (14) follows from the construction.

\[ \square \]

Remark 4.10. We conjecture that the map $F^{I, o}_{W_i, \varpi, a}$ depends on $a$ only through the choice of the path $\gamma$. However, since we did not prove naturality for $HFI^\omega$ (cf. the remarks at the end of Section 2.4), we cannot prove the conjecture with the available technology. In fact,
even the target and domain of \( F_{W,\varpi,a}^{I,0} \) are not yet well-defined as three-manifold invariants; only their isomorphism classes are.

We have the following analogue of the composition law in Heegaard Floer theory, \cite{[42] Theorem 3.4].

**Proposition 4.11.** Suppose we have cobordisms \( W \) from \( Y \) to \( Y' \), and another cobordism \( W' \) from \( Y' \) to \( Y'' \). Let \( W \) be equipped with an equivalence class of \( \text{spin}^c \) structures \( \varpi \), and with some additional data \( a \) as in Proposition 4.9. Similarly, we let \( W' \) be equipped with a class \( \varpi' \) and data \( a' \). Then, we can find data \( a_{\text{tot}} \) for the cobordism \( W \cup W' \), such that the following gluing result holds:

\[
F_{W',\varpi',a'}^{I,0} \circ F_{W,\varpi,a}^{I,0} = \sum_{\{\zeta \in \text{Spin}^c(W \cup W') | |\zeta_W = \varpi, \zeta_{W'} = \varpi'\}} F_{W,\zeta,a_{\text{tot}}}^{I,0}.
\]

The proof of Proposition 4.11 is similar to that of \cite{[42] Theorem 3.4].

Next, let us recall, from \cite[Theorem 7.1]{[42]}, that if \( W \) is a cobordism from \( Y \) to \( Y' \) equipped with a \( \text{spin}^c \) structure \( s \) whose restrictions \( s|_Y \) and \( s|_{Y'} \) are both torsion, then for \( x \in HF^0(Y, [s]|_Y) \),

\[
\text{gr}(F_{W,s}^{I,0}(x)) - \text{gr}(x) = \frac{c_1(s)^2 - 2\chi(W) - 3\sigma(W)}{4}.
\]

Because our cobordism maps are induced by the Ozsváth-Szabó maps, we have the same result for involutive Heegaard Floer homology:

**Lemma 4.12.** Let \( W \) be a cobordism from \( Y \) to \( Y' \) equipped with an equivalence class of \( \text{spin}^c \) structures, \( \varpi \), whose restrictions \( \varpi|_Y \) and \( \varpi|_{Y'} \) are both torsion. Let \( c_1(\varpi) \) be \( c_1(s) \) for any \( s \in \varpi \). Let also \( a \) be some additional data for \( W \), as in Proposition 4.9. Then for \( x \in HFI^0(Y, [\varpi]|_Y) \),

\[
\text{gr}(F_{W,\varpi,a}^{I,0}(x)) - \text{gr}(x) = \frac{c_1(\varpi)^2 - 2\chi(W) - 3\sigma(W)}{4}.
\]

5. NEW CORRECTION TERMS

5.1. **Definitions.** In this section, we introduce new correction terms arising from \( HFI^+(Y) \).

In order to motivate the definition, recall from \cite{[31]} that the ordinary correction term \( d(Y, s) \) associated to a rational homology three-sphere \( Y \) and a \( \text{spin}^c \) structure \( s \) is the lowest homological degree of any element in \( U^nHF^+(Y, s) \), where \( n \gg 0 \). Equivalently, \( d(Y, s) \) is the minimal grading \( r \) such that the map \( \pi: HF^\infty(Y, s) \to HF^+_r(Y, s) \) is nontrivial. Or, more concretely, one can show that \( HF^+(Y, s) \) can be decomposed (non-canonically) as \( T^+ \oplus HF^+_{\text{red}} \), where \( T^+ \) is an infinite \( U \)-tower as in Section 4.4, and \( HF^+_{\text{red}} := \text{Coker}(\pi) \) is a finite dimensional \( \mathbb{Z}_2 \)-vector space (with some \( U \)-action). Then, \( d(Y, s) \) is simply the lowest degree of an element in \( T^+ \).

We mimic this construction to produce two new correction terms. For \( s \) a spin structure on \( Y \), we consider the exact triangle \( \text{[13]} \),

\[
\begin{array}{ccc}
HF^+(Y, s) & \xrightarrow{Q(1 + t_s)} & Q \cdot HF^+(Y, s)[-1] \\
\downarrow h & & \downarrow g \\
HFI^+(Y, s) & &
\end{array}
\]

(17)
The involutive correction terms are related under orientation reversal by

\[ d(Y, s) = \min \{ r : x \in \text{HF}_r^+(Y, s), x \in \text{Im}(U^n), x \notin \text{Im}(U^nQ) \text{ for } n \gg 0 \} - 1. \]

Meanwhile, if \( y \in \text{QHF}_r^+(Y, s)[-1] \) for \( r \) large, then \( y \in \text{Im}(U^n) \) and \( y \) is not in the image of \( Q(1 + \mu) \), so it must map to a non-zero element \( x = g(y) \in \text{Im}(U^nQ) \). We define the upper involutive correction term as

\[ \bar{d}(Y, s) = \min \{ r : x \in \text{HF}_r^+(Y, s), x \neq 0, x \in \text{Im}(U^nQ) \text{ for } n \gg 0 \}. \]

More concretely, the exact triangle (17) implies that, as a \( \mathbb{Z}_2[U] \)-module, \( \text{HFI}_r^+(Y, s) \) decomposes (non-canonically) as

\[ \mathcal{T}^+ \oplus \mathcal{T}^+ \oplus \text{HFI}_\text{red}^+(Y, s), \]

where \( \text{HFI}_\text{red}^+(Y, s) \) is a finite dimensional \( \mathbb{Z}_2 \)-vector space. One infinite tower \( \mathcal{T}^+ \) contains elements in gradings congruent to \( d(Y, s) + 1 \) modulo \( 2\mathbb{Z} \); we call it the first tower. The other tower lies in the image of multiplication by \( Q \) and has elements in gradings congruent to \( d(Y, s) \) modulo \( 2\mathbb{Z} \). We call it the second tower. Thus, \( d(Y, s) \) is one less than the grading of the lowest element in the first tower, and \( \bar{d}(Y, s) \) is the grading of the lowest element in the second tower. It is worth stressing that this decomposition of \( \text{HFI}_r^+(Y, s) \) is only as a direct sum of \( \mathbb{Z}_2[U] \)-modules; the \( \mathcal{R} \)-module structure need not respect this decomposition.

Alternatively, we can think of \( d(Y, s) = t \) as the minimal degree such that \( t \equiv d(Y, s) \) modulo \( 2\mathbb{Z} \) and \( \pi : \text{HFI}_r^+(Y, s) \rightarrow \text{HFI}_r^+(Y, s) \) is nontrivial, and of \( \bar{d}(Y, s) + 1 = r \) as the minimal degree such that \( r \equiv d(Y, s) + 1 \) modulo \( 2\mathbb{Z} \) and \( \pi : \text{HFI}_r^+(Y, s) \rightarrow \text{HFI}_r^+(Y, s) \) is nontrivial.

Note that, by construction, we have

\[ (\text{18}) \quad \bar{d}(Y, s) \equiv d(Y, s) \equiv d(Y, s) \pmod{2\mathbb{Z}}. \]

5.2. Properties. Let us prove some basic properties of the invariants we have defined.

**Proposition 5.1.** The involutive correction terms satisfy the inequalities

\[ d(Y, s) \leq d(Y, s) \leq \bar{d}(Y, s). \]

**Proof.** Looking at the exact triangle (17), let \( x = g(y) \) be the element of lowest degree in the image of \( U^n \) for \( n \gg 0 \), so that the homological degree of \( x \) is \( d(Y, s) \). We have \( \deg(x) = \deg(y) \). Furthermore, by assumption \( x \in U^n \text{HFI}_r^+(Y, s) \) for \( n \gg 0 \), and \( g \) is \( U \)-equivariant, leading us to conclude that \( y \in U^n \text{QHF}_r^+(Y, s)[-1] \) for \( n \gg 0 \). Therefore \( d(Y, s) \leq \deg(y) = \bar{d}(Y, s) \).

By analyzing the map \( h \) in (17), we obtain the other inequality. \( \square \)

**Proposition 5.2.** The involutive correction terms are related under orientation reversal by

\[ d(Y, s) = -\bar{d}(-Y, s). \]

**Proof.** Let \( d(Y, s) + 1 = r \) be the minimal degree such that \( r \equiv d(Y, s) + 1 \) modulo \( 2\mathbb{Z} \) and \( \pi : \text{HFI}_r^+(Y, s) \rightarrow \text{HFI}_r^+(Y, s) \) is nontrivial. In view of the long exact sequence

\[ \cdots \rightarrow \text{HFI}^{-}(Y, s) \rightarrow \text{HFI}^\infty(Y, s) \rightarrow \text{HFI}^+(Y, s) \rightarrow \cdots \]
we see that if $k$ is the maximal grading such that $k \equiv d(Y, s) + 1$ modulo $2\mathbb{Z}$ and the map $i_k$ is nontrivial, then $k = r - 2 = d(Y, s) - 1$. Similarly, since $d(Y, s) = t$ is the minimal grading such that $t \equiv d(Y, s)$ modulo $2\mathbb{Z}$ and the map $HFI_t^\infty(Y, s) \xrightarrow{\pi} HFI_t^+(Y, s)$ is nontrivial, we see that if $\ell$ is the maximal grading such that $\ell \equiv d(Y, s)$ modulo $2\mathbb{Z}$ and $i_{\ell}$ is nontrivial, then $\ell = t - 2 = d(Y, s) - 2$.

Now, from the discussion in Section 4 leading up to Proposition 4.4, we have a commutative diagram

$$
\begin{array}{c}
\xymatrix{ HFI^{\infty}_r(Y, s) \ar[r]^-{\pi_r} \ar[d]_-{\mathcal{D}^{I, \infty}} & HFI^+_r(Y, s) \ar[d]^-{\mathcal{D}^I} \\
HFI^{-r-1}_\infty(Y, s) \ar[r]^-{i_{-r-1}} & HFI^{-r-1}(Y, s)
}
\end{array}
$$

The vertical maps are the duality isomorphisms between involutive Heegaard Floer homology and cohomology. Using the universal coefficients theorem and the fact that $HFI^\infty(Y, s)$ is a free module in every dimension, we see that the image of $i_{-r-1}$ is nontrivial if and only if the image of $\mathcal{D}^{I, \infty}$ is nontrivial. This implies that if $r = d(Y, s) + 1$ is the maximal grading such that $r \equiv d(Y, s) + 1$ modulo $2\mathbb{Z}$ and $\pi_r$ is nontrivial, then $-r - 1 = -d(Y, s) - 2$ is the maximal grading such that $i_{-r-1}: HFI^{-r-1}_{-r-1}(-Y, s) \to HFI^{-r-1}_\infty(Y, s)$ is nontrivial. Therefore $d(-Y, s) = (-d(Y, s) - 2) + 2 = -d(Y, s)$. \hfill $\square$

Next, recall from [34, Theorem 1.3] that, when $Y$ is an integer homology sphere, the correction term $d(Y) \in 2\mathbb{Z}$ is related to the Casson invariant $\lambda(Y) \in \mathbb{Z}$ and to the Euler characteristic $\chi(HF^+_\text{red}(Y))$ by the formula

$$
\lambda(Y) = \chi(HF^+_{\text{red}}(Y)) - \frac{1}{2} d(Y).
$$

In the involutive setting, here is the formula for the Euler characteristic of the group $HFI^+_{\text{red}}(Y)$ defined in (12).

**Proposition 5.3.** For any integer homology sphere $Y$, we have

$$
\chi(HFI^+_{\text{red}}(Y)) = \frac{1}{2} (\tilde{d}(Y) - d(Y)).
$$

**Proof.** Consider the exact triangle (13) relating $HFI^+(Y)$ to $HF^+(Y)$. Let us truncate all the groups and thus focus on degrees $\leq 2n - 1$, for $n \gg 0$. Since $d(Y)$ is even, we have $HF^+_{2n-1}(Y) = 0$ for $n \gg 0$, so there is an exact triangle relating the truncated groups. By taking Euler characteristics we get

$$
\chi(HFI^+_{\leq 2n-1}(Y)) = \chi(HF^+_{\leq 2n-1}(Y)) - \chi(HF^+_{\leq 2n-1}(Y)) = 0.
$$

On the other hand, $HFI^+_{\leq 2n-1}(Y)$ decomposes (non-canonically) as a direct sum of $HFI^+_{\text{red}}(Y)$ and two truncated $U$-towers. The first truncated tower starts in degree $d(Y) + 1$ and ends in degree $2n - 1$, and thus has $\frac{1}{2}d(Y) + n$ generators. The second truncated tower starts in degree $d(Y)$ and ends in degree $2n - 2$, so it has $\frac{1}{2}d(Y) + n$ generators. The conclusion follows readily from this. \hfill $\square$

We now prove the version of Frøyshov’s inequality for spin cobordisms that was announced in the Introduction.
Proof of Theorem 1.2. Recall from [34, Section 9] that if $W$ is a negative definite cobordism from $Y_1$ to $Y_2$, then the map $F_{W,t}: HF^\infty(Y, \mathfrak{s}_2) \to HF^\infty(Y, \mathfrak{s}_1)$ is an isomorphism. (Here $\mathfrak{s}_1 = t|_{Y_1}$ and $\mathfrak{s}_2 = t|_{Y_2}$.) Therefore, from the diagram of long exact sequences [14],

\[
\begin{array}{cccc}
\cdots & \longrightarrow & Q \cdot HF^\infty(Y_1, \mathfrak{s}_1)[-1] & \longrightarrow \ HFI^\infty(Y_1, \mathfrak{s}_1) & \longrightarrow \ HF^\infty(Y_1, \mathfrak{s}_1) & \longrightarrow \cdots \\
& F_{W,t}^I & & F_{W,t}^I & & F_{W,t}^I \\
\cdots & \longrightarrow & Q \cdot HF^\infty(Y_2, \mathfrak{s}_2)[-1] & \longrightarrow \ HFI^\infty(Y_2, \mathfrak{s}_2) & \longrightarrow \ HF^\infty(Y_2, \mathfrak{s}_2) & \longrightarrow \cdots 
\end{array}
\]

and the five lemma we see that $F_{W,t}^I$ is also an isomorphism. Notice that this isomorphism is also $R$-equivariant.

Now, following the strategy of [34, Proposition 9.6], we delete a ball from $X$ to obtain a spin, negative definite cobordism $W$ from $S^3$ to $Y$. The isomorphism $HF^\infty(S^3) \to HF^\infty(Y, \mathfrak{s})$ shifts gradings upward by $-\frac{2\chi(W)+3\sigma(W)}{4} = \frac{b_2(X)}{4}$, so $d(Y, \mathfrak{s}) = \frac{b_2(X)}{4} + 2q$ for some integer $q$. Consider the following commutative square.

\[
\begin{array}{ccc}
HFI^\infty_+(S^3, \mathfrak{s}_0) & \xrightarrow{F_{W,t,a}^I} & HFI^\infty_+(Y, \mathfrak{s}) \\
\pi \downarrow & & \pi \downarrow \\
HFI^\infty_+(S^3, \mathfrak{s}_0) & \xrightarrow{F_{W,t,a}^I} & HFI^\infty_+(Y, \mathfrak{s}) 
\end{array}
\]

We see there must be some element $y \in HFI^+_+(S^3)$ with the property that $\text{gr}(F_{W,t,a}^I(y)) = d(Y, \mathfrak{s}) + 1$. Because the grading shift in the cobordism map is still by $\frac{b_2(X)}{4}$ and $d(Y, \mathfrak{s}) \equiv d(Y, \mathfrak{s})$ modulo $2\mathbb{Z}$, the homological grading of $y$ must be odd. (That is, $y$ lies in the first tower in $HFI^+_+(S^3)$.) But the lowest odd homological grading in $HFI^\infty_+(S^3)$ is 1, and therefore we have

\[
\text{gr}(F_{W,t,a}^I(y)) - \text{gr}(y) = \frac{b_2(X)}{4} \leq (d(Y, \mathfrak{s}) + 1) - 1.
\]

The conclusion follows.

\[\square\]

Proposition 5.4. Let $(Y_1, \mathfrak{s}_1)$ and $(Y_2, \mathfrak{s}_2)$ be rational homology spheres equipped with spin structures, and let $(W, t)$ be a spin rational homology cobordism between them. Then the involutive correction terms of $(Y_1, \mathfrak{s}_1)$ and $(Y_2, \mathfrak{s}_2)$ are equal.

Proof. As in the proof of Theorem 1.2, the map $F_{W,t,a}^I: HFI^\infty(Y_1, \mathfrak{s}_1) \to HFI^\infty(Y_2, \mathfrak{s}_2)$ is an isomorphism, and consequently

\[
d(Y_2, \mathfrak{s}_2) - d(Y_1, \mathfrak{s}_1) \geq -\frac{2\chi(W) - 3\sigma(W)}{4},
\]

\[
\tilde{d}(Y_2, \mathfrak{s}_2) - \tilde{d}(Y_1, \mathfrak{s}_1) \geq -\frac{2\chi(W) - 3\sigma(W)}{4}.
\]

For $W$ a rational homology cobordism, this implies that $d(Y_2, \mathfrak{s}_2) \geq d(Y_1, \mathfrak{s}_1)$ and $\tilde{d}(Y_2, \mathfrak{s}_2) \geq \tilde{d}(Y_1, \mathfrak{s}_1)$. But reversing the orientation of $W$ gives the opposite inequalities as well. \[\square\]
Proof of Theorem 1.3. Every $\mathbb{Z}_2$-homology sphere has a unique spin structure, and a $\mathbb{Z}_2$-homology cobordism between $\mathbb{Z}_2$-homology spheres is a spin rational homology cobordism. Thus, the claim about $\hat{d}$ and $\check{d}$ descending to $\Theta^3_{\mathbb{Z}_2}$ follows from Proposition 5.4.

When $Y$ is an integer homology sphere, $d(Y)$ is an even integer (cf. [34]). In view of (18), so are $\hat{d}(Y)$ and $\check{d}(Y)$.

The maps $d$ and $\check{d}$ are not group homomorphisms; see Section 6.9 below for an explanation.

6. The large surgery formula

Ozsváth and Szabó [37] and, independently, Rasmussen [47] proved a formula expressing the Heegaard Floer homology of a large surgery on a knot in terms of the knot Floer complex. Our goal here is to prove an involutive analogue of their formula.

Throughout the section, $Y$ will be an oriented integer homology three-sphere, and $K \subset Y$ will be an oriented knot. (However, with minor modifications, all our results can be extended to null-homologous knots in any three-manifold $Y$.) In practice, we will mostly be interested in the case $Y = S^3$.

6.1. The conjugation symmetry on the knot Floer complex. Let $H = (\Sigma, \alpha, \beta, w, z)$ be a doubly-pointed Heegaard diagram that represents $K \subset Y$, and let $J$ be a suitable family of almost complex structures on the symmetric product. We then say that $H = (H, J)$ is a choice of Heegaard data for $K$.

Ozsváth-Szabó and Rasmussen [37, 47] defined a version of Heegaard Floer homology for knots, called knot Floer homology; see [21] for a survey. In their theory, to Heegaard data $H$ one associates a $\mathbb{Z}$-graded, doubly filtered complex $\text{CFK}_\infty(H)$, as follows. First, one defines maps $A, M : T_{\alpha} \cap T_{\beta} \to \mathbb{Z}$, called the Alexander and Maslov gradings. Then, as a $\mathbb{Z}_2$-vector space, $\text{CFK}_\infty(H)$ is set to have generators $U^{-i} \mathbf{x} = [\mathbf{x}, i, j], \ \mathbf{x} \in T_{\alpha} \cap T_{\beta}, \ i, j \in \mathbb{Z}$ such that $A(\mathbf{x}) = j - i$.

We can also view $\text{CFK}_\infty(H)$ as a free $\mathbb{Z}_2[U, U^{-1}]$-module with generators $\mathbf{x} \in T_{\alpha} \cap T_{\beta}$. The differential is given by counting pseudo-holomorphic disks, with the values of $i$ and $j$ keeping track of going over the $w$ and $z$ basepoints, respectively. The $\mathbb{Z} \oplus \mathbb{Z}$ filtration is given by $F([\mathbf{x}, i, j]) = (i, j)$. The functions $A$ and $M$ can be extended to the generators of $\text{CFK}_\infty(H)$, by setting

$$A([\mathbf{x}, i, j]) = j, \ M([\mathbf{x}, i, j]) = M(\mathbf{x}) + 2i.$$ 

The knot Floer complex $\text{CFK}_\infty(H)$ is usually drawn in the $(i, j)$ plane, with the generators represented by dots and the differential by arrows; see Figure 10 below for an example.

We can now imitate the constructions from Section 2.2. Let $\overline{H} = (-\Sigma, \beta, \alpha, z, w)$ and $\overline{H} = (\overline{H}, J)$. By [37] Section 3.5], there is a canonical isomorphism

$$\eta_K : \text{CFK}_\infty(H) \xrightarrow{\cong} \text{CFK}_\infty(\overline{H}), \ \eta([\mathbf{x}, i, j]) = [\mathbf{x}, j, i].$$

Moreover, $H$ and $\overline{H}$ represent the same knot $K \subset Y$, albeit with the roles of the $w$ and $z$ basepoints switched. We have a $(\mathbb{Z} \oplus \mathbb{Z})$-filtered chain homotopy equivalence

$$\Phi(\overline{H}, H) : \text{CFK}_\infty(\overline{H}) \xrightarrow{\sim} \text{CFK}_\infty(H).$$
The filtered chain homotopy class of $\Phi(\overline{\mathcal{H}}, \mathcal{H})$ depends on the choice of two paths along the knot, one from $w$ to $z$ and one from $z$ to $w$. We simply choose the simple arcs that go in the direction of $K$, so that the union of these two arcs is $K$.

Then, we set

$$\iota_K = \Phi(\overline{\mathcal{H}}, \mathcal{H}) \circ \eta_K : CFK^\infty(\mathcal{H}) \to CFK^\infty(\mathcal{H}).$$

This is the analogue of the map $\iota$ from Section 2.2. By construction, it has the property that if $[y, i', j']$ is a term in $\iota_K([x, i, j])$, then

$$M([y, i', j']) = M([x, i, j]), \quad i' \leq j, \quad j' \leq i.$$ (19)

The first equality says that $\iota_K$ is grading-preserving, and the two inequalities say that $\iota_K$ is skew-filtered—in the sense that it is filtered as a map from $(CFK^\infty(\mathcal{H}), \mathcal{F})$ to $(CFK^\infty(\mathcal{H}), \mathcal{F})$, where $\mathcal{F}([x, i, j]) = (j, i)$. Furthermore, by construction, $\iota_K$ is a skew-filtered quasi-isomorphism, i.e., it induces an isomorphism between the homology of the associated graded complexes.

This motivates the following.

**Definition 6.1.** A set of CFKI-data $\mathcal{C} = (C, \mathcal{F}, M, \partial, \iota)$ consists of a free, finitely generated $\mathbb{Z}_2[U, U^{-1}]$-module $C$, equipped with a $(\mathbb{Z} \oplus \mathbb{Z})$-filtration $\mathcal{F} = (i, j)$ and a $\mathbb{Z}$-grading $M$ such that the action of $U$ decreases $\mathcal{F}$ by $(1, 1)$ and $M$ by 2. Further, there is a differential $\partial: C \to C$ that preserves $\mathcal{F}$ and decreases $M$ by 1, and a grading-preserving, skew-filtered quasi-isomorphism $\iota: C \to C$.

Let $\mathcal{C} = (C, \mathcal{F}, M, \partial, \iota)$ and $\mathcal{C}' = (C', \mathcal{F}', M', \partial', \iota')$ be two sets of CFKI-data. A morphism $(f, S): \mathcal{C} \to \mathcal{C}'$ consists of a filtered (and grading-preserving) chain map $f: C \to C'$ such that $f \circ \iota$ and $\iota' \circ f$ are chain homotopic via a skew-filtered chain homotopy $S: C \to C'[-1]$. We say that $(f, S)$ is a quasi-isomorphism if $f$ induces an isomorphism on the homology of the associated graded complexes. We say that $\mathcal{C}$ and $\mathcal{C}'$ are quasi-isomorphic if they are related by a chain of (back and forth) quasi-isomorphisms.

**Proposition 6.2.** The quasi-isomorphism type of the set of CFKI-data $$(CFK^\infty(\mathcal{H}), \mathcal{F}, M, \partial, \iota_K)$$ is an invariant of the oriented knot $K \subset Y$.

**Proof.** This is similar to the proof of Proposition 2.7. \qed

**Remark 6.3.** Given a set of CFKI-data $\mathcal{C} = (C, \mathcal{F}, M, \partial, \iota)$, by analogy with the definition of $CFI$ in Section 2.3, we can construct an associated complex

$$CI := (C[1] \oplus Q \cdot C[1], \partial + Q \cdot (1 + \iota)).$$

A quasi-isomorphism of CFKI-data induces a quasi-isomorphism between the associated $CI$, as chain complexes over $\mathbb{Z}_2[Q, U, U^{-1}]/(Q^2)$. However, we are losing some information in this process, because (since the identity is filtered and $\iota$ is skew-filtered) there is no natural $(\mathbb{Z} \oplus \mathbb{Z})$-filtration on $CI$.

When trying to compute the map $\iota_K$ for specific knots, we often know a simplified complex that is filtered chain homotopic to $CFK^\infty(\mathcal{H})$, and it is helpful to transfer $\iota_K$ to that complex, to make calculations easier. Thus, the following lemma will be useful.
Lemma 6.4. If \( \mathcal{C} = (C, F, M, \partial, i) \) is a set of CFKI-data and let \((C', F', M', \partial')\) be a filtered complex as in Definition 6.7, but without the map \( i \). Suppose that \((C, F, M, \partial)\) and \((C', F', M', \partial')\) are filtered chain homotopy equivalent. Then, there exists a grading-preserving, skew-filtered quasi-isomorphism \( i' \) of \((C', \partial')\), such that \( \mathcal{C}' := (C', F', M', \partial', i') \) is a set of CFKI-data quasi-isomorphic to \( \mathcal{C} \).

Proof. Let \( f : C \to C' \) and \( g : C' \to C \) be the two chain homotopy equivalences, so that \( fg - 1 = \partial v + v \partial \) and \( gf - 1 = \partial w + w \partial \). We set \( i' = f g \). Then, we construct morphisms

\[
(f, f i g) : \mathcal{C} \to \mathcal{C}', \quad (g, w i g) : \mathcal{C}' \to \mathcal{C}.
\]

Either of these is a quasi-isomorphism, because \( f \) and \( g \) are chain homotopy equivalences and hence quasi-isomorphisms.

\[\square\]

6.2. The Sarkar map. Lemma 6.4 implies that the map \( i \) induces an involution on Heegaard Floer homology. By contrast, for knots, recall that in constructing Heegaard moves that take the basepoint \( w \) to \( z \) and vice versa, following arcs on the knot \( K \). Therefore, a similar argument as the one in Lemma 6.4 shows that

\[ i^2_K \sim \varsigma, \]

where \( \varsigma \) is the map on \( \text{CFK}^\infty(\mathcal{H}) \) induced by moving the basepoints once around \( K \), i.e., associated to the positive Dehn twist around \( K \) in the sense of [51] Section 3]. The map \( \varsigma \) is a filtered, grading-preserving chain map, well-defined up to filtered chain homotopy equivalence.

As we shall see in Section 8, in some cases \( i_K \) is determined by its behavior with respect to the grading and filtration, together with (partial) knowledge of its square \( \varsigma \). To find \( \varsigma \), we can use the results from [51]. There, Sarkar considered the complex \( g\text{CFK}^-\mathcal{H} \), freely generated over \( \mathbb{Z}_2[U] \) by intersection points \( x \in T_\alpha \cap T_\beta \), and with differential

\[
\partial x = \sum_{y \in T_\alpha \cap T_\beta} \sum_{\phi \in \pi_2(x,y) \mid \mu(\phi) = 1, n_+(\phi) = 0} \# \widehat{M}(\phi) \cdot U^{n_-(\phi)} y.
\]

We can view \( g\text{CFK}^-\mathcal{H} \) as the associated graded of the subcomplex \( C(i \leq 0) \subset \text{CFK}^\infty(\mathcal{H}) \) generated by \( [x, i, j] \) with \( i \leq 0 \), where the associated graded is taken with respect to the vertical filtration by \( j \).

The following is Theorem 1.1 in [51].

Proposition 6.5 (Sarkar [51]). Let \( K \subset S^3 \) be an oriented knot, and let \( \mathcal{H} \) be a choice of Heegaard data for \( K \). Then, the map \( \varsigma_g \) induced by \( \varsigma \) on the complex \( g\text{CFK}^-\mathcal{H} \) is chain homotopic to \( 1 + \Psi \Phi \), where

\[
\Phi(x) = \sum_{y \in T_\alpha \cap T_\beta} \sum_{\phi \in \pi_2(x,y) \mid \mu(\phi) = 1, n_+(\phi) = 0} \# \widehat{M}(\phi) \cdot U^{n_-(\phi)} y
\]

and

\[
\Psi(x) = \sum_{y \in T_\alpha \cap T_\beta} \sum_{\phi \in \pi_2(x,y) \mid \mu(\phi) = 1, n_+(\phi) = 0} \# \widehat{M}(\phi) \cdot n_{\omega}(\phi) U^{n_-(\phi)} y.
\]

Further, the square \( (\varsigma_g)^2 \) is chain homotopic to the identity.

Sucharit Sarkar also informed us of the following conjecture.
Figure 1. A triple Heegaard diagram that represents the cobordism $W_p(K)$. We show here the neighborhood of the meridional curve $\beta_g$. This curve can intersect any number of alpha curves; two are shown in the picture.

Conjecture 6.6 (Sarkar). Let $K$ be an oriented, null-homologous knot in a three-manifold $Y$, and let $\mathcal{H}$ be a choice of Heegaard data for $K$. Let $\partial = \sum_{i,j \geq 0} \partial_{ij}$ be the differential on the complex $\text{CFK}^\infty(\mathcal{H})$, where the term $\partial_{ij}$ decreases the two filtration levels by $i$ and $j$, respectively. Then, up to $(\mathbb{Z} \oplus \mathbb{Z})$-filtered chain homotopy, the map $\varsigma$ on the complex $\text{CFK}^\infty(\mathcal{H})$ is given by the formula

$$\varsigma \sim 1 + U^{-1} \left( \sum_{i,j \geq 0; i \text{ odd}} \partial_{ij} \right) \circ \left( \sum_{i,j \geq 0; j \text{ odd}} \partial_{ij} \right).$$

6.3. Preliminaries on the large surgery formula. Let us recall the large surgery formula for Heegaard Floer homology, and its proof. The original references are [37] and [47]; here we use the notation from [43].

Fix an integer $p > 0$. Let $Y_p(K)$ be the manifold obtained by surgery along $K$ with coefficient $p$, and $W_p(K)$ be the two-handle surgery cobordism from $Y$ to $Y_p(K)$. We denote by $W'_p(K)$ the cobordism from $Y_p(K)$ to $Y$ obtained by turning around $-W_p(K)$. Let $F$ be a Seifert surface for $K$, and $\hat{F} \subset W'_p(K)$ the surface obtained from $F$ by capping it off with the core of the two-handle.

The spin$^c$ structures over $Y_p(K)$ are identified with the elements of $\mathbb{Z}/p\mathbb{Z}$ as follows. The structure $s \in \text{Spin}^c(Y_p(K))$ corresponds to $[s] \in \mathbb{Z}/p\mathbb{Z}$ if there is an extension of $s$ to $W'_p(K)$ such that

$$\langle c_1(s), [\hat{F}] \rangle - p \equiv 2s \pmod{2p}.$$

Pick Heegaard data $\mathcal{H} = (H, J)$ for $K \subset Y$, with

$$H = (\Sigma, \alpha, \beta, w, z)$$

being such that $w$ and $z$ are on each side of the beta curve $\beta_g = \mu$ (the meridian of the knot). Here, $g = g(\Sigma)$ is the genus of the Heegaard surface $\Sigma$, which should not be confused with the Seifert genus of the knot, $g(K)$.

From this we get Heegaard data $\mathcal{H}_p = (H_p, J_p)$ for $Y_p(K)$, where

$$H_p = (\Sigma, \alpha, \gamma, z)$$

is such that the first $g-1$ curves in the set $\gamma$ differ from the corresponding ones in $\beta$ by small Hamiltonian isotopies, whereas the last curve $\gamma_g$ is the result of winding a knot longitude $\lambda$ a number of times around $\beta_g$. For simplicity, we can assume that $\lambda$ is the Seifert longitude, so that the winding is done $p$ times. Observe that $(\Sigma, \alpha, \gamma, \beta, z)$ is a triple Heegaard diagram that represents the cobordism $W'_p(K)$. See Figure 1.
For each $s \in \mathbb{Z}$, we consider the subcomplex of $\text{CFK}^\infty(\mathcal{H})$ generated by $[x,i,j]$ with $i < 0$ and $j \leq s$:

$$A^-_s = C\{i < 0 \text{ and } j < s\}$$

Let

$$A^+_s = C\{i \geq 0 \text{ or } j \geq s\}.$$

be the corresponding quotient complex.

**Theorem 6.7** (Ozsváth-Szabó [37], Rasmussen [47]). There exists $N \geq 0$ such that for all $p \geq N$ and for each $s \in \mathbb{Z}$ with $|s| \leq p/2$, we have an isomorphism of relatively graded $\mathbb{Z}_2[U]$-modules

$$HF^+(Y_p(K), [s]) \cong H_*(A^+_s).$$

The proof of Theorem 6.7 involves defining a chain map

$$\Gamma^\infty_{p,s}: \text{CF}^\infty(\mathcal{H}_p, s) \to \text{CFK}^\infty(\mathcal{H})$$

by

$$\Gamma^\infty_{p,s}([x,i]) = \sum_{y \in \mathcal{T}_\alpha \cap \mathcal{T}_\beta} \sum_{\psi \in \pi_2(x,\Theta,y) \mu(\psi) = 0, n_w(\psi) - n_z(\psi) = s} \#\mathcal{M}(\psi) \cdot [y, i - n_w(\psi), i - n_z(\psi)].$$

We use here the standard notational conventions in Heegaard Floer theory. Thus, $\psi$ is a homotopy class of triangles with boundaries on the three tori $\mathcal{T}_\alpha, \mathcal{T}_\beta, \mathcal{T}_\gamma$, and with one vertex at the intersection point $\Theta \in \mathcal{T}_\beta \cap \mathcal{T}_\gamma$ that represents the maximal degree generator in homology. Note that the homotopy class $\psi$ produces a spin$^c$ structure $s_\psi$ on $W'_p(K)$, and the condition $n_w(\psi) - n_z(\psi) = s$ is equivalent to $\langle c_1(s_\psi), [\hat{F}] \rangle = 2s - p$.

One can easily check that $\Gamma^\infty_{p,s}$ takes the subcomplex $\text{CF}^-(\mathcal{H}_p, s) \subset \text{CF}^\infty(\mathcal{H}_p, s)$ to the subcomplex $A^-_s \subset \text{CFK}^\infty(\mathcal{H})$. Therefore, we get an induced map on quotient complexes,

$$\Gamma^+_p: \text{CF}^+(\mathcal{H}_p, s) \to A^+_s.$$

One shows that for $p \gg 0$, the map $\Gamma^+_p$ is an isomorphism of chain complexes. How large $p$ has to be depends on $s$ and on the Heegaard diagram under consideration. However, a posteriori, by using the surgery exact triangle and the adjunction inequality, we see that if the isomorphism (20) holds for $p \gg 0$, then it must hold for all $p \geq g(K) + |s|$. This implies that we can take $N = 2g(K) - 1$ in Theorem 6.7; see [37, Remark 4.3].

In fact, we have the following.

**Proposition 6.8.** For every $p, s \in \mathbb{Z}$ with $p \geq g(K) + |s|$, the map $\Gamma^+_p$ induces an isomorphism on homology.

**Proof.** By the general integer surgery formula [43], the homology $HF^+(Y_p(K), [s])$ can be computed as the homology of a mapping cone complex $\mathcal{X}^+_s(p)$ of the form

![Diagram](https://via.placeholder.com/150)

Here, each $B^+$ is a copy of $\text{CF}^+(Y)$, the vertical arrows represent maps $v^+_{s+pi}: A^+_{s+pi} \to B^+$, and the diagonal arrows represent maps $h^+_{s+pi}: A^+_{s+pi} \to B^+$. 
Observe that $A_s^+$ is a quotient complex of $X_s^+(p)$. The natural projection induces a map
\[ HF^+(Y_p(K), [s]) \rightarrow H_*(A_s^+). \]
Furthermore, it follows from the proof of the surgery formula in [43] that this map is the same as the one induced by $\Gamma^+_{p,s}$ on homology.

Next, from the adjunction inequality for knot Floer homology (Theorem 5.1 in [37]) we know that $v_{s+pi}^+$ are quasi-isomorphisms for $s + pi \geq g(K)$, and $h_{s+pi}^+$ are quasi-isomorphisms for $s + pi \leq -g(K)$. Hence, if $p \geq g(K) + |s|$, all the thick arrows pictured in the mapping cone complex above are quasi-isomorphisms. By standard filtration arguments, the subcomplex of $X_s^+(p)$ shaded in the picture (whose quotient complex is $A_s^+$) is acyclic. The conclusion follows. \[\square\]

Our goal is to prove an involutive analogue of Theorem 6.7. In view of Proposition 4.5, it suffices to focus on spin structures. There are two spin structures on $Y_p(K)$ when $p$ is even, and one when $p$ is odd. In this paper we will only consider the spin structure corresponding to $s = 0$.

The map $\iota_K$ on $CFK^\infty(\mathcal{H})$ induces a map
\[ \iota_0: A_0^+ \rightarrow A_0^+. \]

We set
\[ AI_0^+ = (A_0^+[-1] \otimes \mathbb{Z}_2[Q]/(Q^2), \partial + Q(1 + \iota_0)). \]

The involutive analogue of Theorem 6.7 is then Theorem 1.5 from the Introduction, which states that, for $p \geq g(K)$, there is an isomorphism
\[ (24) \quad HF_1^+(S^3_0(K), [0]) \cong H_*(AI_0^+). \]

To prove (24), it suffices to construct a chain homotopy
\[ (25) \quad R_p^+: CF^+(\mathcal{H}_p, [0]) \rightarrow A_0^+ \]
between the compositions $\iota_0 \circ \Gamma_{p,0}^+$ and $\Gamma_{p,0}^+ \circ \iota$. Indeed, if we had $R_p^+$, we could combine it with $\Gamma_{p,0}$ to produce a chain map between the mapping cone complexes $CF^+(\mathcal{H}_p, [0])$ and $AI_0^+$, as in the diagram
\[
\begin{array}{ccc}
CF^+(\mathcal{H}_p, [0]) & \xrightarrow{\Gamma_{p,0}} & A_0^+ \\
Q(1+\iota) & \searrow & \nearrow Q(1+\iota_0) \\
Q \cdot CF^+(\mathcal{H}_p, [0])[-1] & \xrightarrow{\Gamma_{p,0}} & Q \cdot A_0^+[-1]
\end{array}
\]

By Proposition 6.8, the horizontal maps are quasi-isomorphisms for $p \geq g(K)$. If we consider the natural two-step filtrations on the mapping cones $CF^+(\mathcal{H}_p, [0])$ and $AI_0^+$, since the map on the associated graded is a quasi-isomorphism, so is the combined map from $CF^+(\mathcal{H}_p, [0])$ to $AI_0^+$. (Compare the argument at the end of the proof of Proposition 2.7.) This would imply Theorem 1.5.

It remains to construct the chain homotopy $R_p^+$. Note that $\Gamma_{p,0}$ is a filtered version of the cobordism map associated to the cobordism $W'_p(K)$. Thus, the construction of $R_p^+$ will be inspired by the proof of conjugation invariance for cobordism maps, Theorem 3.6 in [42]; compare Section 4.5. Roughly, since the map $\iota$ on $CF^+(\mathcal{H}_p, [0])$ is determined by a sequence of Heegaard moves from $\mathcal{H}_p$ to $\mathcal{H}_0$, and the map $\iota_0$ on $A_0^+$ is determined by a sequence of
moves from $\mathcal{H}$ to $\mathcal{H}$, what we need to do is to choose these sequences in a compatible way, so that $R_p^+\mathcal{H}$ will be given by a suitable count of pseudo-holomorphic quadrilaterals. The way to choose the two sequences of Heegaard moves will be explained in Section 6.5.

6.4. Compound stabilizations. Before moving forward, it is helpful to introduce a new kind of composite Heegaard move. Suppose we are given a Heegaard diagram $H = (\Sigma, \alpha, \beta, z)$ and a path $\zeta$ on $\Sigma$ that is disjoint from the $\beta$ curves and the $z$ basepoint. The path $\zeta$ may intersect some $\alpha$ curves in its interior (such as $\alpha_1, \alpha_2, \alpha_3$ shown in the top left corner of Figure 2). An compound $\alpha$-stabilization along $\zeta$ consists in introducing a one-handle on $\Sigma$ with its feet at the ends of $\zeta$, turning $\zeta$ into a new $\beta$-circle, and making the co-core of the handle into a new $\alpha$-circle. This construction is shown in the top row of Figure 2. It can be viewed as the composition of ordinary Heegaard moves (an isotopy, a stabilization, and some $\alpha$-handleslides).

The reverse process to a compound $\alpha$-stabilization is called a compound $\alpha$-destabilization. We define compound $\beta$-stabilizations and destabilizations similarly, by switching the roles of the $\alpha$ and $\beta$ curves.

6.5. Heegaard moves from surgery. Recall that we have a doubly-pointed, triple Heegaard diagram of the form

$$(\Sigma, \alpha, \gamma, \beta, w, z),$$

as shown in Figure 1. Here, $(\Sigma, \alpha, \beta, w, z)$ represents the knot $K \subset Y$, and $(\Sigma, \alpha, \gamma, \beta, z)$ represents the two-handle cobordism $W_p(K)$ from $Y_p(K)$ to $Y$.

We seek to find a sequence of Heegaard moves relating the knot diagrams $(-\Sigma, \beta, \alpha, z, w)$ to $(\Sigma, \alpha, \beta, w, z)$, such that they induce (in some way) a sequence of moves from $(-\Sigma, \gamma, \alpha, z)$ to $(\Sigma, \alpha, \gamma, z)$. The former sequence will be used to define the map $\iota_0$ on $A^+_h$, and the latter to define the map $\iota$ on the Heegaard Floer complex of the surgery $Y_p(K)$. This will enable us to construct the chain homotopy $[25]$. 

![Figure 2. A compound $\alpha$-stabilization (top row), viewed as an the combination of an isotopy, an ordinary stabilization, and several $\alpha$-handleslides.](image-url)
First, notice that, in order for the roles of the $\alpha$ and $\beta$ curves to be more symmetric, it is helpful to consider a Heegaard diagram for $K \subset Y$ such that $w$ and $z$ are not only on each side of a $\beta$ curve, but also on each side of an $\alpha$ curve. This can be arranged by doing a compound $\alpha$-stabilization, as in Figure 3. (The same picture appeared in the proof of conjugation symmetry for knot Floer homology; see [37, Figure 4].) Now $w$ and $z$ are on each side of the newly introduced curve $\alpha_{g+1}$.

From now on let us write

$$H = (\Sigma, \alpha, \beta, w, z)$$

for the stabilized diagram in Figure 3.

Let us also consider the diagram

$$H' = (\Sigma', \alpha', \beta', w', z)$$

shown on the right of Figure 4. This is obtained from the (unstabilized) $\alpha$-$\beta$ diagram from Figure 1 by replacing $\beta_g$ with a knot longitude $\beta'_g$, as well as replacing $w$ with a new basepoint $w'$ on the back side of the cylinder. Thus, we have

$$\alpha = \alpha' \cup \{\alpha_{g+1}\}, \quad \beta = (\beta' \setminus \{\beta'_g\}) \cup \{\beta_g, \beta_{g+1}\}.$$ 

In the diagram $H'$, we can connect $z$ to $w'$ by an arc $\xi$ that intersects $\beta'_g$, and we can connect $w'$ to $z$ by another arc $\xi'$ that intersects some alpha curves ($\alpha_1$ and $\alpha_2$ in our picture). The diagram $H'$ represents the meridian $\mu$ for $K$, viewed as a knot inside the longitudinal surgery $Y_0(K)$. We choose a sequence of Heegaard moves $m$ that go from the diagram $H' = (\Sigma', \alpha', \beta', z, w')$ to $H'$. We call this a base sequence of moves.

In general, if we have a Heegaard diagram representing a knot inside a three-manifold, we can connect the two basepoints by an arc in the complement of the alpha curves, and by another arc in the complement of the beta curves; these arcs are unique up to isotopy, and we call their union the trace of the knot on the Heegaard diagram. In the case at hand, the trace is the union $\xi \cup \xi'$.

The base sequence of moves $m$ consists of some stabilizations, destabilizations, curve isotopies and handleslides. We could add to this list diffeomorphisms that come from an ambient isotopy of the Heegaard surface inside the three-manifold; the reason why they are not usually included in the list is that any such ambient isotopy can be obtained as a composition of stabilizations and destabilizations.
Without loss of generality, we can assume that the diagram $H'$ has already been stabilized as many times as needed, so that $m$ only consists of moves that do not change the surface (curve isotopies and handleslides), together with some diffeomorphism coming from an ambient isotopy. Note that the diffeomorphism must be orientation-reversing, because it takes $-\Sigma'$ to $\Sigma'$. Furthermore, it must map the trace of the knot on $-\Sigma'$ to a trace on $\Sigma'$, preserving its orientation. Thus, the diffeomorphism takes a neighborhood of the trace (the cylinder shown on the left of Figure 4) to the cylinder on a right. Since the orientation of the trace is preserved but that of the surface is reversed, the two boundaries of the cylinder must be swapped. Moreover, the diffeomorphism must swap the basepoints $w'$ and $z$. Therefore, we can assume that, in the part of the diagram shown in Figure 4, the diffeomorphism consists of a reflection into the plane of the trace, followed by a $180^\circ$ rotation about the core of the cylinder.

The reason we started with a base sequence of moves $m$ as above is because it induces a well-behaved set of moves from $\Pi$ to $H$. Indeed, we can view $H$ (the diagram in Figure 3) as obtained from $H'$ by adding a one-handle with feet near $z$ and $w'$, re-labeling $w'$ as $w$, re-labeling $\beta'_g$ as $\beta_{g+1}$, and introducing two new curves $\alpha_{g+1}$ and $\beta_{g+1}$. Let us say that $H$ is obtained from $H'$ by drilling, and so is $\Pi$ from $\Pi'$. With this in mind, observe that any Heegaard move (isotopy or handleslide) of the $\alpha$ curves that is part of the sequence $m$ induces a move of the corresponding $\alpha$ curves on the diagram obtained by drilling, without involving the new curve $\alpha_{g+1}$. Indeed, the original $\alpha$-moves are supposed to not cross the basepoints $w'$ and $z$, so we may as well assume that they do not cross the arc $\xi$. It is then clear that there are similar moves in Figure 5. By the same token, we can assume that the original $\beta$-moves do not cross the arc $\xi'$, and therefore induce $\beta$-moves on the diagrams obtained by drilling, without involving $\beta_g$.

We have now identified a sequence of Heegaard moves that relate the knot diagrams $\Pi$ and $H$. We would like to have a related sequence of moves for the Heegaard Floer complexes of the surgery $Y_p(K)$. For this, we extend $H$ to a triple Heegaard diagram

$$(\Sigma, \alpha, \gamma, \beta, w, z),$$

where in the new set of curves $\gamma$ we exchanged $\beta_g$ for a longitude $\gamma_g$, twisted $p$ times around $\beta_g$. (Compare Figure 1.) For our stabilized diagram $H$, the result of adding the curves $\gamma$ is

\begin{figure}
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\caption{The arrow labeled $m$ indicates a base sequence of Heegaard moves going from the diagram $\Pi'$ to $H'$. The alpha and beta curves are switched in the two diagrams, and so is the orientation of the surface. We can assume that the moves include a diffeomorphism that reflects the shown cylinder into the center plane, and also rotates it by $180^\circ$ about the core axis.}
\end{figure}
Figure 5. The base sequence of moves $m$ from Figure 4, after drilling, induces a set of moves ending at the diagram $H$ from Figure 3. Here, $H$ is shown on the right hand side of the picture. The left hand side represents the conjugate diagram $\tilde{H}$ (modulo an isotopy that moves $z$ and $w$ lower in the diagram, on each side of the curve $\alpha_{g+1}$, and keeps all the curves fixed). Note that, because of the $180^\circ$ rotation involved in $m$, the curves $\alpha_{g+1}$ and $\beta_g$ are interchanged in the two pictures. Also, the left vs. right position of $w$ and $z$ is switched because of the reflection in the center plane.

Figure 6. These are the moves from Figure 5, with a third set of curves added. The triple diagrams represent the cobordism $W'(K)$.

shown on the right hand side of Figure 6. Furthermore, we can follow the same sequence of moves as in Figure 5 (induced by $m$), with $\gamma$ curves instead of $\beta$ curves. This is possible because the moves do not involve $\beta_g$ (except for the diffeomorphism), and hence we may take them to keep $\gamma_g$ fixed as well. The result of the moves induced by $m$ on the triple Heegaard diagrams is shown in Figure 6.

The $\alpha$ and $\gamma$ curves on the right hand side of Figure 6 form a diagram representing the surgery $Y_p(K)$. However, the corresponding $\alpha$ and $\gamma$ curves on the left hand side do not give the conjugate diagram. In order to obtain a sequence of moves that can be used to define the involution on $CF^+(Y_p(K))$, we add another set of moves, which we call the standard sequence, shown in Figure 7. Let us ignore the $\delta$ curves from that figure for a moment. Then, the standard sequence starts at the diagram conjugate to $(\Sigma, \alpha, \gamma, w, z)$, and ends at the $\alpha$-$\gamma$ diagram on the right hand side of Figure 6. The standard sequence consists of a handleslide of the $\alpha$ longitude over the $\alpha$ curve, followed by a compound $\alpha$-destabilization (removing the upper handle), followed by a compound $\alpha$-stabilization (introducing a new lower handle), followed by several $\gamma$-handleslides over the $\gamma$ curve in the middle, and finally
a diffeomorphism (several Dehn twists that unfurl the $\alpha$ curve at the expense of furling the $\gamma$ curve).

If we do the standard sequence of moves, and follow it by the sequence induced by $m$ on the $\alpha$-$\gamma$ curves, we obtain a sequence of moves from $(-\Sigma, \gamma, \alpha, z)$ to $(\Sigma, \alpha, \gamma, z)$. This is the kind of sequence needed to define the involution on $CF^+(Y_p(K))$.

Thus, we have constructed sequences of moves for both the knot Floer complex (with the $\alpha$-$\beta$ curves) and for the Floer complex of the surgery (with the $\alpha$-$\gamma$ curves). Unfortunately, the two sequences are not of the same length: the former consists of the moves induced by $m$, whereas the latter involves both the standard sequence and the moves induced by $m$. In particular, we do not yet have a suitable set of moves for triple diagrams (with the $\alpha$, $\beta$, and $\gamma$ curves).

To understand the moves on triple diagrams, let us first clarify what we mean by the conjugate of such a diagram. Normally, in Heegaard Floer theory, when we have a cobordism given by surgery on a link, we consider triple diagrams that are right-subordinate to that
cobordism as in [42] Definition 4.2 (where the terminology is “diagrams subordinate to a bouquet for the link”). For example, \((\Sigma, \alpha, \gamma, z)\) is a triple diagram subordinate to the cobordism \(W_p^\gamma(K)\) from \(Y_p(K)\) to \(Y\). This induces a map from \(\text{CF}^+(\Sigma, \alpha, \gamma, z)\) to \(\text{CF}^+(\Sigma, \alpha, \beta, z)\). The name right-subordinate refers to the fact that, in these two Floer complexes, the boundary conditions on the right of the pseudo-holomorphic disks are the same; in our case, they are given by the \(\alpha\) curves.

In their proof of conjugation invariance for cobordism maps [42] Section 5.2], Ozsváth and Szabó introduced the notion of a triple Heegaard diagram that is left-subordinate to a surgery cobordism. This means that the boundary conditions on the left are being fixed. For example, if we have a triple diagram \((\Sigma, \alpha, \beta, \gamma, z)\) that is right-subordinate to a cobordism, its conjugate is the diagram \((-\Sigma, \alpha, \beta, \gamma, z)\), left-subordinate to the same cobordism. The conjugate induces a map from \(\text{CF}^+(-\Sigma, \gamma, \alpha, z)\) to \(\text{CF}^+(\Sigma, \beta, \alpha, z)\).

In our situation, with \((\Sigma, \alpha, \gamma, \beta, z)\) being the diagram on the right hand side of Figure 6 its conjugate is the diagram shown at the very beginning of the standard sequence from Figure 7. Indeed, notice that the \(\alpha\) and \(\gamma\) curves are interchanged, and the \(\beta\) curves are re-labelled as \(\delta\). Let us add the new set of curves \(\delta\) to all the diagrams involved in the standard sequence, following the respective moves. Throughout Figure 7 the \(\delta\)-\(\gamma\) diagrams (with the basepoints \(z\) and \(w\)) represent the knot \(K \subset Y\). The triple diagrams \((-\Sigma, \gamma, \delta, \alpha, z)\) are left-subordinate to the cobordism \(W_p^\gamma(K)\); such left-subordinate diagrams induce cobordism maps from \(\text{CF}^+(-\Sigma, \alpha, \gamma, z) = \text{CF}^+(Y_p(K))\) to \(\text{CF}^+(-\Sigma, \delta, \gamma, z) = \text{CF}^+(Y)\), by counting \(\gamma\)-\(\delta\)-\(\alpha\) triangles.

Notice that we cannot go from the conjugate diagram \((-\Sigma, \alpha, \beta, \gamma, z)\) to \((\Sigma, \alpha, \gamma, \beta, z)\) by a sequence of usual Heegaard moves, because these cannot transform a left-subordinate diagram into a right-subordinate one. Instead, the best we can do is the following:

(i) Go through the standard sequence of moves in Figure 7.
(ii) In the last diagram from Figure 7 replace the delta curves with beta curves as on the right hand side of Figure 6. This changes a left-subordinate diagram into a right-subordinate one;
(iii) Finally, go through the moves induced by \(m\), as in Figure 6.

This is the process we will use to define the chain homotopy (25). Step (ii) in the process may seem abrupt, because, for example, it involves passing directly between two (seemingly unrelated) diagrams for \(K \subset Y\): the \(\delta\)-\(\gamma\) and the \(\alpha\)-\(\beta\) diagrams. Nevertheless, a step of this kind seems unavoidable, and was also considered in the proof of conjugation invariance for cobordism maps [42] Section 5.2]. The quadruple Heegaard diagram that appears in Step (ii) is shown in Figure 8.

6.6. Proof of the involutive large surgery formula. We are now ready to complete the proof of Theorem 1.5 from the Introduction. By the discussion at the end of Section 6.3 our task is to construct the homotopy (25) between \(i_0 \circ \Gamma_{p,0}^+\) and \(\Gamma_{p,0}^+ \circ i\).

We use the moves on triple Heegaard diagrams described near the end of Section 6.5 sequences (i)-(iii). At each step in these sequences, we have a triple Heegaard diagram that is either left- or right-subordinate to the cobordism \(W_p^\gamma(K)\). Further, we have not one but two basepoints, so by dropping one set of curves we obtain a Heegaard diagram \(H^{(k)}\) for the knot \(K \subset Y\), for \(k = 0, 1, \ldots, m\). Let \(H_p^{(k)}\) be the corresponding Heegaard diagrams for the surgery \(Y_p(K)\). Let us add suitable almost complex structures, to obtain Heegaard data \(\mathcal{H}_i^{(k)}\) for \(K \subset Y\) and \(\mathcal{H}_p^{(k)}\) for \(Y_p(K)\). For each \(i\), we have a chain map as in (23), with
s = 0:

\[ \Gamma_{p,0}^{+,(i)} : CF^+ (\mathcal{H}_p^{(k)}, [0]) \to A_0^+ (\mathcal{H}^{(k)}). \]

Recall from (22) that these maps are obtained by counting rigid pseudo-holomorphic triangles in homotopy classes \( \psi \) with \( n_w (\psi) = n_z (\psi) \).

The moves on Heegaard diagrams produce chain homotopy equivalences

\[ \Phi (\mathcal{H}_p^{(k-1)}, \mathcal{H}_p^{(k)}) : CF^+ (\mathcal{H}_p^{(k-1)}, [0]) \to CF^+ (\mathcal{H}_p^{(k)}, [0]) \]

and

\[ \Phi (\mathcal{H}^{(k-1)}, \mathcal{H}^{(k)}) : A_0^+ (\mathcal{H}^{(k-1)}) \to A_0^+ (\mathcal{H}^{(k)}) \]

for \( k = 1, \ldots, m \). In the case of \( \Phi (\mathcal{H}^{(k-1)}, \mathcal{H}^{(k)}) \), there is a special situation for a certain value of \( k \), corresponding to the abrupt Step (ii) mentioned at the end of Section 6.5. Nevertheless, in this case we can still construct an equivalence \( \Phi (\mathcal{H}^{(k-1)}, \mathcal{H}^{(k)}) \); see Figure 9 and the discussion of Step (ii) at the end of this section.

Observe that \( \mathcal{H}_p^{(0)} \) (the \( \alpha-\gamma \) diagram at the beginning of Figure 7) is conjugate to \( \mathcal{H}_p^{(m)} \) (the \( \alpha-\gamma \) diagram at the end of Figure 6). Moreover, the composition

\[ \Phi (\mathcal{H}_p^{(0)}, \mathcal{H}_p^{(m)}) := \Phi (\mathcal{H}_p^{(m-1)}, \mathcal{H}_p^{(m)}) \circ \cdots \circ \Phi (\mathcal{H}_p^{(0)}, \mathcal{H}_p^{(1)}): CF^+ (\mathcal{H}_p^{(0)}, [0]) \to CF^+ (\mathcal{H}_p^{(m)}, [0]), \]

together with the canonical identification \( \eta \) of the complexes \( CF^+ (\mathcal{H}_p^{(0)}, [0]) \) and \( CF^+ (\mathcal{H}_p^{(m)}, [0]) \), produces the map \( \iota: CF^+ (\mathcal{H}_p^{(m)}, [0]) \to CF^+ (\mathcal{H}_p^{(m)}, [0]). \)

Similarly, the knot diagram \( \mathcal{H}^{(0)} \) (the \( \delta-\gamma \) diagram at the beginning of Figure 7) is conjugate to \( \mathcal{H}^{(m)} \) (the \( \alpha-\beta \) diagram at the end of Figure 6). The composition

\[ \Phi (\mathcal{H}^{(0)}, \mathcal{H}^{(m)}) := \Phi (\mathcal{H}^{(m-1)}, \mathcal{H}^{(m)}) \circ \cdots \circ \Phi (\mathcal{H}^{(0)}, \mathcal{H}^{(1)}): A_0^+ (\mathcal{H}^{(0)}) \to A_0^+ (\mathcal{H}^{(m)}), \]

together with the identification \( A_0^+ (\mathcal{H}^{(0)}) \cong A_0^+ (\mathcal{H}^{(m)}) \), gives the map \( \iota_0: A_0^+ (\mathcal{H}^{(m)}) \to A_0^+ (\mathcal{H}^{(m)}). \)
Consider the sequence of diagrams

\[
\begin{align*}
&\Phi(H_p^{(0)}, H_p^{(1)}) \quad \Gamma_{p,0}^{+,(0)} \quad A_0^+(H^{(0)}) \\
&\Phi(H_p^{(k-1)}, H_p^{(k)}) \quad \Gamma_{p,0}^{+,(k-1)} \quad A_0^+(H^{(k-1)}) \\
&\Phi(H_p^{(k)}, H_p^{(m)}) \quad \Gamma_{p,0}^{+(m)} \quad A_0^+(H^{(m)}) \\
&\Phi(H_p^{(m)}, [0]) \quad \Gamma_{p,0}^{+(m)} \quad A_0^+(H^{(m)})
\end{align*}
\]

We claim that, at each step, we can construct chain homotopies \(R_p^{+(k)}\) between \(\Phi(H^{(k-1)}, H^{(k)}) \circ \Gamma_{p,0}^{+(k-1)}\) and \(\Phi(H^{(k-1)}, H^{(k)}) \circ \Gamma_{p,0}^{+(k)}\). If so, this would imply that we have chain homotopies

\[
\Phi(H^{(0)}, H^{(m)}) \circ \Gamma_{p,0}^{+(m)} \sim \Gamma_{p,0}^{+(m)} \circ \Phi(H^{(0)}, H^{(m)})
\]

and hence

\[
\iota_0 \circ \Gamma_{p,0}^{+(m)} \sim \Gamma_{p,0}^{+(m)} \circ \iota,
\]

as desired.

The construction of the homotopies \(R_p^{+(k)}\) proceeds by standard arguments in Heegaard Floer theory. Typically, the maps of the form \(\Phi(H^{(k-1)}, H^{(k)})\), \(\Phi(H^{(k-1)}, H^{(k)})\) and \(\Gamma_{p,0}^{+(k)}\) are given by counts of pseudo-holomorphic triangles with \(n_w(\psi) = n_z(\psi)\). We can then define \(R_p^{+(k)}\) by counting suitable pseudo-holomorphic quadrilaterals, again in homotopy classes \(\psi\) with \(n_w(\psi) = n_z(\psi)\).

A special situation appears at Step (ii), illustrated in Figure 8. In this case, the diagram that represents \(Y_p(K)\) is unchanged (it is the \(\alpha-\gamma\) diagram), but the diagram that represents \(K \subset Y\) changes directly from the \(\delta-\gamma\) diagram to the \(\alpha-\beta\) diagram. We then construct the corresponding chain homotopy \(R_p^{+(k)}\) as shown in Figure 9. (This is inspired by Section 5.2.) Observe that the \(\beta-\delta\) diagram represents the knot \(K\) in \(Y \#(S^1 \times S^2)\), and the associated \(A_0^+\) complex consists of two copies of the \(A_0^+\) complex for \(K \subset Y\). These two copies can be distinguished by whether their generators contain the black dot or the white dot from the intersection \(\beta_\delta \cap \delta_\beta\) in Figure 8. The \(\delta-\gamma\beta\) and \(\beta-\delta\alpha\) triangle maps in Figure 9 are right-, resp. left-subordinate to the two-handle cobordism from \(Y\) to \(Y \#(S^1 \times S^2)\), and therefore they are chain homotopic to the inclusion

\[
A_0^+ \cong A_0^+(\bullet) \hookrightarrow A_0^+(\bullet) \oplus A_0^+(\circ).
\]

The chain homotopy \(R_p^{+(k)}\) between the \(\gamma-\delta\alpha\) and \(\alpha-\gamma\beta\) triangle maps is then given as in Figure 9. It involves a count of holomorphic \(\alpha-\gamma-\beta-\delta\) quadrilaterals, with \(n_z(\psi) = n_w(\psi)\).
This finishes the proof of Theorem 1.5.

6.7. Involutive correction terms for large surgeries. Let us now specialize to knots in $S^3$. Given Heegaard data $\mathcal{H}$ for $K \subset S^3$, let

$$B^+ = C\{i \geq 0\} = CF^+ (\Sigma, \alpha, \beta, w) \subset CFK^\infty (H)$$

and consider the natural projection

$$v_0^+ : A_0^+ \to B^+.$$ 

Since the kernel of $v_0^+$ is finite dimensional and $H_\ast (B^+) \cong HF^+ (S^3) = T^+$, we see that the map induced on homology, $(v_0^+_\ast)_\ast$, must be surjective. Following the notation from [44], we let $V_0 = V_0 (K)$ be the nonnegative integer such that, for $n \gg 0$, the map on $U$-towers

$$(v_0^+_\ast)|_{U^n H_\ast (A_0)} : U^n H_\ast (A_0^+) \to H_\ast (B^+)$$

is given by multiplication by $U^{V_0}$.

Let $p \geq g(K)$. Under the identifications $H_\ast (A_0^+) \cong HF^+(Y_p(K), [0])$ from Theorem 6.7 and $H_\ast (B^+) \cong HF^+(S^3)$, the map $(v_0^+_\ast)_\ast$ is the one associated to the cobordism $W_p'(K)$ (and the zero spin structure). From the formula (16) for the grading shift, it follows that

(26) $d(S^3_p(K), [0]) = \frac{p-1}{4} - 2V_0(K).$

The quantity $V_0(K)$ can also be identified with $-d(S^3_1(K))/2$, and is an invariant under smooth knot concordance. It was studied in [48, 44, 45].

Now we define analogous invariants using involutive Floer complexes. In view of Equation (26), it is natural to set

(27) $V_0(K) = \frac{1}{2}\left(\frac{p-1}{4} - d(S^3_p(K), [0])\right)$

and

(28) $\bar{V}_0(K) = \frac{1}{2}\left(\frac{p-1}{4} - \bar{d}(S^3_p(K), [0])\right).$
Then, Theorem 1.6 is a tautology. However, there is something to prove, namely that $V_0 = V_0(K)$ and $\overline{V}_0 = \overline{V}_0(K)$ are independent of $p \geq g(K)$. To see this, observe that the isomorphism from Theorem 1.5 fits into a commutative diagram of long exact sequences

$$
\begin{array}{ccccccccc}
\cdots & \longrightarrow & Q \cdot HF^+(Y_p,[0])[-1] & \longrightarrow & HF^I+(Y_p,[0]) & \longrightarrow & HF^+(Y_p,[0])[-1] & \longrightarrow & \cdots \\
\cong & & \cong & & \cong & & \cong & & \\
\cdots & \longrightarrow & Q \cdot H_*(A^+_0)[-1] & \longrightarrow & H_*(AI^+_0) & \longrightarrow & H_*(A^+_0)[-1] & \longrightarrow & \cdots 
\end{array}
$$

Thus, we can compute $V_0$ and $\overline{V}_0$ by looking at the two infinite $U$-towers in $H_*(AI^+_0)$, and comparing the minimal gradings in each tower to the minimal grading of the $U$-tower in $H_*(A^+_0)$. Precisely, let $x$ be a generator in the minimal grading of the tower in $H_*(A^+_0)$, and let $\bar{x}$ and $Q \cdot \bar{x}$ be generators in the minimal gradings of the first and second towers in $H_*(AI^+_0)$, respectively.

Then

$$V_0 = V_0 + \frac{1}{2}(\text{gr}(x) - \text{gr}(\bar{x})), \quad \overline{V}_0 = V_0 + \frac{1}{2}(\text{gr}(x) - \text{gr}(\bar{x})).$$

These formulae do not involve $p$. Furthermore, this is how we will compute $V_0$ and $\overline{V}_0$ in practice.

It follows from (27), (28) and Proposition 5.1 that

$$V_0 = V_0 \leq \overline{V}_0 \leq \overline{V}_0.$$ 

Since $V_0$ is nonnegative, so is $\overline{V}_0$. However, we shall see in examples that $\overline{V}_0$ can be negative.

**Proposition 6.9.** $V_0$ and $\overline{V}_0$ are invariants of smooth knot concordance.

**Proof.** By Proposition 5.4, $d$ and $\overline{d}$ are invariant under (smooth) homology cobordisms. Since a concordance of knots induces a homology cobordism between the $p$-surgeries, we obtain the result. Compare [35] Proposition 2.1. □

### 6.8. An example: $+1$ surgery on the trefoil

As an example, we compute the involutive Heegaard Floer homology of $S^3_1(T_\ell) = -\Sigma(2,3,7)$, where $T_\ell$ is the left-handed trefoil. Note that $T_\ell$ has genus 1, so this is a large surgery.

A picture of $CFK^\infty(T_\ell)$ appears in Figure 10. Notice that it splits into the direct sum of complexes $U^kC$, $k \in \mathbb{Z}$, where the complex $C$ consists of three elements $x_0, x_1^1, x_2^1$ with $\partial x_1^1 = \partial x_2^1 = x_0$. (This notation, while slightly cumbersome in such a small complex, has been chosen to match our notation for a more general case, which appears in Section 7 and 8.) Here, $x_0$ is in homological degree 1, and $x_1^1$ and $x_2^1$ are in degree 2. Therefore

$$HF^+(-\Sigma(2,3,7)) \cong H_*(A^+_0) \cong T_0^+ \oplus (\mathbb{Z}_2)(0),$$

where we use the standard notation in Heegaard Floer homology: $T_j^+$ denotes an infinite tower $\mathbb{Z}_2[U,U^{-1}]/\mathbb{Z}_2[U]$ with the lowest element in degree $j$, and $(\mathbb{Z}_2)(j)$ denotes a copy of $\mathbb{Z}_2$ in degree $j$ with trivial $U$ action. In our case, the lowest-degree element in the tower is represented by $[U(x_1^1 + x_2^1)]$, and the additional element is represented by $[Ux_1^1]$.

Note that the map $\iota_K$ on $CFK^\infty(T_\ell)$ is completely determined by its behavior with respect to the Maslov grading and the $\mathbb{Z} \oplus \mathbb{Z}$ filtration. Specifically, $\iota_K$ preserves $x_0$ and swaps $x_1^1$ with $x_2^1$.

We now compute the involutive homology $H_*(AI^+_0)$. The chain complex

$$AI_0^+ = (A_0^+[1] \oplus Q \cdot A_0^+[1], \partial + Q \cdot (1 + \iota_0))$$

breaks into a direct sum of subcomplexes, two of which are pictured in Figure 11. The first has four elements; the second has six elements, and all subsequent complexes (not pictured) are copies of the second multiplied by $U^{-k}$ for $k > 0$. We see that the homology of the four element complex is

$$\mathbb{Z}_2 \langle [U(x_1^1 + x_2^1)], [UQx_1^1] = [UQx_2^1] \rangle$$

and the homology of the six element complex is

$$\mathbb{Z}_2 \langle [x_1^1 + x_2^1], [Q(x_1^1 + x_2^1)] = [x_0] \rangle.$$ 

Note that $U[x_1^1 + x_2^1] = [U(x_1^1 + x_2^1)]$, whereas $U[Q(x_1^1 + x_2^1)] = [UQx_1^1] + [UQx_2^1] = 0$. Therefore we see that

$$HFI^+(-\Sigma(2, 3, 7)) \cong T_1^+ \oplus T_2^+ \oplus (\mathbb{Z}_2)_{(0)}$$

where the lowest-degree elements of the towers can be taken to be $[U(x_1^1 + x_2^1)]$ and $[Q(x_1^1 + x_2^1)]$. Here the degrees are fixed by comparison with $HF^+(-\Sigma(2, 3, 7))$. We conclude that

$$\overline{d}(-\Sigma(2, 3, 7)) = 1 - 1 = 0, \quad \overline{d}(-\Sigma(2, 3, 7)) = 2.$$ 

Using the properties of $\overline{d}$ and $\overline{d}$ under orientation reversal (Proposition 5.2), we obtain the calculations for $\Sigma(2, 3, 7)$ stated in the Introduction. Combining these calculations with Corollary 4.8 we get Corollary 1.4.
With regard to the smooth concordance invariants defined in Section 6.7 we have $V_0(T_\ell) = V_0(T_\ell) = 0$ and $V_0(T_\ell) = \nabla(T_\ell) = -1$.

6.9. Failure of additivity. We are now ready to give an example showing that the maps $d, \bar{d}: \Theta^3_{S^2} \to \mathbb{Q}$ are not homomorphisms. Take $Y = \Sigma(2,3,7)$ and consider the connected sum $Y \# Y$. We have computed that $d(Y) = -2$. If $\bar{d}$ were additive, then we would get $d(Y \# Y) = -4$. On the other hand, from the calculation of $HF^+(Y)$ in [31, p.47] and the connected sum formula [38, Theorem 1.5] we get

$$HF^+(Y \# Y) \cong \mathcal{T}_0^+ \oplus (\mathbb{Z}_2)^3 \oplus (\mathbb{Z}_2)^{-2}.$$

From the exact triangle (13) relating $HF^+(Y \# Y)$ to $HF^+(Y \# Y)$ we see that $HF^+(Y \# Y)$ cannot have any elements in degrees less than $-2$. Hence $d(Y \# Y)$ cannot be $-4$, and $\bar{d}$ is not additive either.

By changing orientation, in view of Proposition 5.2 we see that $\bar{d}$ is not additive either.

7. L-space knots and their mirrors

A knot $K \subset S^3$ is called an L-space knot if the surgery $S^3_p(K)$ is an L-space for some integer $p > 0$ (and hence for all $p \gg 0$). In [10], Ozsváth and Szabó proved that if $K$ is an L-space knot, then the Alexander polynomial of $K$ is of the form

$$\Delta_K(t) = (-1)^m + \sum_{i=1}^m (-1)^{m-i}(t^{m_i} + t^{-n_i})$$

for a sequence of positive integers $0 < n_1 < n_2 < \cdots < n_m$. Here, $n_m = g(K)$ is the genus of $K$. Let $n(K) \geq 0$ be the quantity

$$n(K) := n_m - n_{m-1} + \cdots + (-1)^{m-2}n_2 + (-1)^{m-1}n_1.$$

Furthermore, let $\ell_s = n_s - n_{s-1}$.

Ozsváth and Szabó also proved that the knot Floer complex $CFK^\infty(K)$ is completely determined by this information. Before giving their description, it is helpful to introduce the notion of a model complex for $CFK^\infty(K)$.

**Definition 7.1.** Given a knot $K$, we say that $C$ is a model complex for $CFK^\infty(K)$ if $CFK^\infty(K) \cong C \otimes \mathbb{Z}_2[U^{-1}, U]$, where $\mathbb{Z}_2[U^{-1}, U]$ is regarded as a chain complex with trivial differentials.

For example, the complex $C$ from Section 6.8 is a model complex for $CFK^\infty(T_\ell)$.

**Remark 7.2.** There is an important subtlety to note at this juncture. To say that $C$ is a model complex for $CFK^\infty$ implies that it is preserved by $\partial$, but not necessarily by $\iota_K$. This will not be relevant to the proofs in this section, but in the future computations in Section 8 it will frequently be the case that only $C \otimes \mathbb{Z}_2[U^{-1}, U]$ is preserved by $\iota_K$.

If $K$ is an L-space knot, then $CFK^\infty(K)$ has a model $\mathbb{Z}_2$-complex $C$ with generators $x_0, x_1, x_1^2, \cdots, x_m, x_m^2$, as follows. The $(i,j)$-grading of $x_0$ is $(0,0)$, the grading of $x_m^1$ is $(-n(K), g(K) - n(K))$, and in general the gradings of $x_m^{2s}$ and $x_m^{2s+1}$ differ only in the $i$-grading by $\ell_{m-2s}$ and the gradings of $x_m^{2s+2}$ and $x_m^{2s+3}$ differ only in the $j$-grading by $\ell_{m-2s+1}$. Moreover the complex is symmetric: if $\text{gr}(x_s^i) = (i,j)$, then $\text{gr}(x_s^j) = (j,i)$. There is no need to keep track of the homological grading.
The differentials in the complex $C$ form a “staircase” as shown in Figure 12. If $m$ is odd, then the nonzero differentials are
\[ \partial(x_0) = x_1^1 + x_1^2 \quad \partial(x_s^t) = x_{s-1}^t + x_{s+1}^t \text{ for } s > 0 \text{ even, } t \in \{1, 2\} \]
whereas if $m$ is even, the nonzero differentials are
\[ \partial(x_s^t) = x_0 + x_2^s \quad \partial(x_s^t) = x_{s-1}^t + x_{s+1}^t \text{ for } s > 1 \text{ odd, } t \in \{1, 2\}. \]

The quantity $n(K)$ is the total length of the horizontal arrows in the top half of the complex $C$.

From the above description of $CFK^\infty(K)$ we see that $H_*(A^1_0) \simeq T^+$ with lowest-degree element represented by $[x_m^0] = [x_0^2, 1]$ and $H_*(B^1_0) \simeq T^+$ with lowest-degree element represented by $[U^{-n(K)}x_m^2] = [U^{-n(K)}x_m^0]$. We deduce that
\[ V_0 = n(K). \]

By definition, large surgeries on L-space knots are L-spaces. By Corollary 4.8 their involutive Heegaard Floer homology is determined by their usual Heegaard Floer homology, and in particular we have
\[ V_0(K) = V_0(K) = V_0(K) = n(K). \]

It is more interesting to consider mirrors of L-space knots. These have the property that sufficiently negative surgeries along them yield L-spaces. An example of such a knot is the left-handed trefoil $T_7$ from Section 4.8.

If $K$ is the mirror of an L-space knot, let $n_i, \ell_i$ and $n(K)$ be as before. (The Alexander polynomial, and hence these quantities, are unchanged under taking mirrors.) The knot Floer complex does change: There is now a model $\mathbb{Z}_2$-complex $C$ for $CFK^\infty(K)$ with $2m + 1$ generators $x_0, x_1^1, x_1^0, \ldots, x_m^1, x_m^0$, as follows. The $(i, j)$-gradings of $x_0$ and $x_m^i$ are $\text{gr}(x_0) = (0, 0)$ and $\text{gr}(x_m^0) = (n(K), g(K) - n(K))$. The gradings of $x_{m-2s}$ and $x_{m-(2s+1)}$ differ only in the $j$-grading by $\ell_{m-2s}$ and the gradings of $x_{m-(2s+1)}$ and $x_{m-(2s+2)}$ differ only in the $i$ grading by $\ell_{m-(2s+1)}$. Moreover, the complex is symmetric: if $\text{gr}(x_m^i) = (i, j)$,
Figure 13. Model complexes for the knot Floer complex of the mirror of an $L$-space knot. The case $m$ odd is on the left and the case $m$ even is on the right.

then $\text{gr}(x^2_s) = (j,i)$. The differentials in this complex form a “staircase” as in Figure 13. Precisely, if $m$ is odd, the nonzero differentials are

$$\partial(x^t_1) = x_0 + x^t_2$$
$$\partial(x^t_s) = x^t_{s+1} + x^t_{s-1} \text{ for } 1 < s < m$$
$$\partial(x^t_m) = x^t_{m-1}$$

whereas if $m$ is even, the differentials are

$$\partial(x_0) = x^1_1 + x^2_1$$
$$\partial(x^t_s) = x^t_{s+1} + x^t_{s-1} \text{ for } 0 < s < m$$
$$\partial(x^t_m) = x^t_{m-1}.$$  

Observe that now $n(K)$ represents the total length of the vertical arrows in the top half of the complex $C$.

By Lemma 6.4, we can transfer the conjugation map $\iota_K$ to any complex filtered chain homotopy equivalent to $\text{CFK}^\infty(K)$; in particular, to $C \otimes \mathbb{Z}_2[U^{-1}, U]$. Thus, we can assume that $\text{CFK}^\infty(K) = C \otimes \mathbb{Z}_2[U^{-1}, U]$, and look for a map $\iota_K$ on this complex that respects the Maslov grading, and is a skew-filtered quasi-isomorphism.

In our case, since $U$ decreases Maslov grading by two, the map $\iota_K$ must preserve each subcomplex $U^n C$, for $n \in \mathbb{Z}$. In fact, given the requirements for $\iota_K$, it is easy to see that there is a unique possibility:

$$\iota_K(x_0) = x_0, \ i_K(x^1_1) = x^2_2, \ i_K(x^2_2) = x^1_1.$$  

Thus, we have all the information needed to compute the involutive Heegaard Floer homology of large surgeries on $K$. In particular, let us spell out the values of $Y_0(K)$.
and $\overline{V}_0(K)$, which by Theorem 1.6 determine the involutive correction terms of the large surgeries.

**Proposition 7.3.** Let $K$ be the mirror of an L-space knot. Then $V_0(K) = V_0(0) = 0$ and $\overline{V}_0(K) = -n(K)$.

**Proof.** From the above description of $\mathrm{CFK}^\infty(K)$, we see that $U^n(K)C$ is the largest $U$-power of $C$ with nontrivial intersection with $A^+_0$. For context, let us begin by computing $H_*(A^+_0)$ and $H_*(B^+_0)$, and thus $V_0$. (The reader who is familiar with this computation may skip the next two paragraphs.)

Let $C^{(k)} = (U^k C) \cap A^+_0$, so that $H_*(A^+_0) = \bigoplus H_*(C^{(k)})$. For $k > n(K)$, we have $C^{(k)} = 0$. For $n(K) \leq k > n(K) - \ell_m$, the complex $C^{(k)}$ has generators $U^k x^1_m$ and $U^k x^2_m$ and no nonzero differentials, hence has homology

$$H_*(C^{(k)}) = \mathbb{Z}_2\langle [U^k x^1_m + U^k x^2_m], [U^k x^2_m] \rangle.$$  

Similarly, if $n(K) - \ell_m - \cdots - \ell_m - 2s \leq k > n(K) - \ell_m - \cdots - \ell_m - (2s + 2)$, then $C^{(k)}$ is generated by the $U^k$ powers of $x^1_m, x^2_m, \cdots, x^1_{m-2s}, x^2_{m-2s}$ with the inherited differentials, and has homology

$$\mathbb{Z}_2\langle [\sum_{t=0}^s (x^1_{m-2t} + x^2_{m-2t})], [\sum_{t=0}^s x^2_{m-2t}] \rangle.$$  

Finally, for $k \leq 0$, $C^{(k)} = U^k C \subset A^+_0$, and the homology $H_*(C^{(k)})$ is one of the following, according to the parity of $m$:

$$H_*(C^{(k)}) = \begin{cases}  \mathbb{Z}_2\langle [U^k (\sum_{t=0}^m (x^1_{m-2t} + x^2_{m-2t}) + x_0)] \rangle \text{ for } m \text{ even,} \\  \mathbb{Z}_2\langle [U^k (\sum_{t=0}^{m-1} (x^1_{m-2t} + x^2_{m-2t}) + x_0)] \rangle \text{ for } m \text{ odd.} \end{cases}$$

We see that $H_*(A^+_0) \simeq T^+ \oplus \mathbb{Z}_2^{\oplus n(K)}$, where the lowest-degree element in $T^+$ can be taken to be $[U^n(K) x^1_m + x^2_m]$. An extremely similar computation shows that $H_*(B^+_0) \simeq T^+$, where the lowest-degree element can be taken to be $[U^n(K) x^1_m + x^2_m]$, which is the image of $[U^n(K) x^1_m + x^2_m]$ under the map $v_0 : H_*(A^+_0) \to H_*(B^+_0)$. Therefore, $v_0$ is modelled on the identity in sufficiently large degrees, and we have $V_0 = 0$.

We now turn our attention to the computation of $\overline{V}_0$ and $\overline{V}_0$. Recall that we must have $(1 + \iota_K)x^t_s - x^1_s + x^2_s$ and $(1 + \iota_K) x_0 = 0$.

Let us compute the homology of the complex $A^+_0$. Since $1 + \iota_K$ preserves $C$, it suffices to compute the homology of

$$CI^{(k)} := (C^{(k)}[-1] \oplus Q \cdot C^{(k)}[-1], \partial + Q \cdot (1 + \iota_K))$$

for each integer $k$.

For $k > n(K)$, the complex $CI^{(k)}$ is trivial. For $n(K) \leq k > n(K) - \ell_m$, the complex $CI^{(k)}$ has generators $U^k x^1_m$ and $Q U^k x^1_m$ ($t \in \{1, 2\}$) and the only contribution to the differential comes from $Q \cdot (1 + \iota_K)$; therefore, the homology $H_*(CI^{(k)})$ is

$$\mathbb{Z}_2\langle [U^k (x^1_m + x^2_m)], [U^k Q x^1_m] \rangle = [U^k Q x^2_m].$$

Similarly, if $n(K) - \ell_m - \cdots - \ell_m - 2s \leq k > n(K) - \ell_m - \cdots - \ell_m - (2s + 2)$, then $CI^{(k)}$ is generated by $x^t_m, \cdots, x^t_{m-2s}, Q x^t_m, \cdots, Q x^t_{m-2s}$, with the inherited differentials. The homology of this
complex is
\[ \mathbb{Z}_2 \langle [U^k \sum_{t=0}^s (x^1_{m-2t} + x^2_{m-2t})], [U^k Q \sum_{t=0}^s x^1_{m-2t}] = [U^k Q \sum_{t=0}^s x^2_{m-2t}] \rangle. \]

Finally, for \( k \leq 0 \), the homology \( H_*(CI^{(k)}) \) is one of the following, according to the parity of \( m \):

\[
H_*(CI^{(k)}) = \begin{cases} 
\mathbb{Z}_2 \langle [U^k (\sum_{t=0}^m (x^1_{m-2t} + x^2_{m-2t}) + x_0)], \\
[U^k Q (\sum_{t=0}^m (x^1_{m-2t} + x^2_{m-2t}) + x_0))] for \( m \) even, \\
\mathbb{Z}_2 \langle [U^k (\sum_{t=0}^{m-1} (x^1_{m-2t} + x^2_{m-2t})]), \\
[U^k Q (\sum_{t=0}^{m-1} (x^1_{m-2t} + x^2_{m-2t})]] for \( m \) odd.
\end{cases}
\]

Notice that regardless of the parity of \( m \), the generator of \( H_*(CI^{(0)}) \) in the image of \( Q \) is annihilated by multiplication by \( U \). Therefore, combining all three computations above, we see that, as a \( \mathbb{Z}_2[U] \)-module, the involutive homology \( H_*(AI^+_0) \) is \( T^+ \oplus T^+ \oplus \mathbb{Z}_2^{\oplus n(K)} \), where the first tower has lowest-degree element \( [U^{n(K)}(x^1_m + x^2_m)] \) and the second has lowest-degree element either \( \langle Q(\sum_{t=0}^m (x^1_{m-2t} + x^2_{m-2t}) + x_0) \rangle \) or \( \langle Q(\sum_{t=0}^{m-1} (x^1_{m-2t} + x^2_{m-2t})) \rangle \), according to the parity of \( m \). Comparing with the homology of \( A^+_0 \), we conclude that \( V_0 = 0 \) and \( V_0 = -n(K) \). \( \square \)

8. Large surgeries on thin knots

8.1. Thin knots. A knot \( K \subset S^3 \) is called \textit{Floer homologically thin} (or \textit{thin}) if its knot Floer homology
\[ \widehat{HFK}(K) = \bigoplus_{j,k \in \mathbb{Z}} \widehat{HFK}_k(K,j) \]
is supported in a single diagonal line \( j-k = \tau \), for some \( \tau \in \mathbb{Z} \). Thin knots were introduced in \[47, 49\]. The value \( \tau = \tau(K) \) is the knot concordance invariant defined in \[47, 36\].

Alternating knots were shown to be thin in \[35\]. A more general class of knots, called quasi-alternating knots, were also found to be thin \[26\]. Furthermore, in these cases we have \( \tau = -\sigma/2 \), where \( \sigma \) is the signature of the knot. It is an open question whether \( \tau = -\sigma/2 \) for all thin knots.

For thin knots, the complex \( CFK^\infty(K) \) has been described by Petkova \[46\] Lemma 7. By her work, we know that there is a model complex \( C \) for \( CFK^\infty(K) \) consisting of a direct sum of a single staircase and some number of square complexes.

Let us introduce some notation. For a thin knot \( K \), all differentials in \( CFK^\infty(K) \) are of length one, going in either the horizontal or the vertical direction. Given a basis element \( x \in CFK^\infty(K) \) lying in grading \( (i,j) \), we let \( \partial_{\text{horz}}(x) \) denote the horizontal part of the differential, so that \( \partial_{\text{horz}}(x) \) lies in grading \( (i-1,j) \). Similarly, we let \( \partial_{\text{vert}}(x) \) denote the vertical part of the differential, so that \( \partial_{\text{vert}}(x) \) lies in grading \( (i,j-1) \). If \( y \) is a sum of basis elements in multiple gradings, then \( \partial_{\text{horz}}(y) \) and \( \partial_{\text{vert}}(y) \) are computed using linearity.

We now introduce the \( \mathbb{Z}_2 \) complexes that are used to build the model complex for \( CFK^\infty \). A \textit{staircase complex of step length one} consists of \( 2m+1 \) basis elements \( x_0, x^1_1, x^2_1, \ldots, x^1_m, x^2_m \), such that \( x_0 \) is in grading \( (0,0) \), and the complex has one of the forms shown in Figure \[14\].
A square complex consists of four elements $a$ in grading $(i, j)$, $b$ in grading $(i - 1, j)$, $c$ in grading $(i - 1, j)$, and $Ue$ in grading $(i - 1, j - 1)$, with differentials

$$\partial_{\text{horz}}(a) = b, \quad \partial_{\text{vert}}(a) = c, \quad \partial_{\text{vert}}(b) = \partial_{\text{horz}}(c) = Ue, \quad \partial(Ue) = 0.$$ 

A remark on notation: we use $Ue$ instead of $e$ so that $a$ and $e$ lie in the same grading, which will be convenient in future. Furthermore, because of the potential of confusion with a differential, we do not use "$d$" to label any element in the chain complex.

The element $a$ is called the initial corner of the square. An important feature of an initial corner $a$ is that $\partial_{\text{horz}}\partial_{\text{vert}}(a) = \partial_{\text{vert}}\partial_{\text{horz}}(a) \neq 0$. Notice that no other basis element of a square complex or a staircase complex has this property.

As mentioned above, the model complex $C$ consists of a single staircase and some number of square complexes. The value of the knot invariant $\tau$ can be read from the staircase. Indeed, for a staircase with $2m + 1$ generators, we have

$$m = |\tau|.$$

Further, the sign of $\tau$ is positive if we are in one of the first two pictures in Figure 14 (that is, the differential connecting $x^1_{m}$ and $x^1_{m-1}$ is horizontal), and is negative otherwise.

The Euler characteristic of $\widehat{HFK}(K)$, which is the Alexander-Conway polynomial of the knot, takes the form

$$\Delta_K(t) = (t^{-m} - t^{-m+1} + \cdots - t^{m-1} + t^m) - (t^{-1} - 2 + t)r(t),$$

for some symmetric Laurent polynomial $r(t)$ of the form

$$r(t) = r_0 - r_1(t^{-1} + t) + \cdots + (-1)^k r_k(t^{-k} + t^k),$$

with $r_1$ being nonnegative integers. The polynomial $r(t)$ encodes the positions of the square complexes. In particular, $r(-1)$ represents the total number of squares.

The determinant of the knot is given by

$$D = \Delta_K(-1) = 2m + 1 + 4r(-1).$$
Thus, the number of square complexes is
\[(32) \quad r(-1) = (D - 2|\tau| - 1)/4.\]
The parity of \(r(-1)\) will play an important role in our considerations. Note that this is simply the parity of \(r_0\), so we will refer to it as such.

Let us also define
\[(33) \quad n(K) = [m/2].\]
When there are no squares (so that \(K\) is an L-space knot), this coincides with the definition of \(n(K)\) in Section 7.

Our goal will be to analyze the conjugation map \(\iota_K\) on \(\text{CFK}_\infty(K)\). By Lemma 6.4 we can assume that \(\text{CFK}_\infty(K)\) is given by \(C \otimes \mathbb{Z}_2[U, U^{-1}]\), where \(C\) is our model complex. Suppose we have a generator \(x = [x, i, j]\) of \(C \otimes \mathbb{Z}_2[U, U^{-1}]\). Recall that \(\iota_K\) is skew-filtered, that is, it takes \(x\) to a sum of elements supported in the quadrant with upper right corner at \((i, j)\). Furthermore, since \(K\) is a thin knot, the Maslov grading of \(x\) is given by \(i + j - \tau\). It follows that, in the \((i, j)\)-plane, \(\iota_K(x)\) must be on the diagonal with the same value of \(i + j\) as \(x\). Combining this with the skew-filtered property, we actually get that \(\iota_K(x)\) must be supported in the point with coordinates \((j, i)\).

To get more information about \(\iota_K\), it is helpful to know its square \(\iota_K^2\), which equals the Sarkar involution \(\varsigma\); cf. Section 6.2. Since \(\iota_K^2 = \varsigma\), we must have that \(\varsigma\) preserves the support \((i, j)\). One consequence of this is that \(\varsigma\) equals the map \(\varsigma_g\) induced by \(\varsigma\) on the associated graded (with respect to the vertical filtration \(j\)).

Now, recall from Proposition 6.5 that the map \(\varsigma_g\) can be computed explicitly. In fact, for thin knots, the result of this computation appears in [51, Section 6]. We can describe it as follows. On the staircase complex, \(\varsigma = \varsigma_g\) is the identity. On each square complex, we have
\[(34) \quad \varsigma(a) = a + e, \quad \varsigma(b) = b, \quad \varsigma(c) = c, \quad \varsigma(e) = e.\]

We are left to find \(\iota_K\) that squares to this map, and takes elements supported at \((i, j)\) to elements supported at \((j, i)\).

8.2. The figure-eight knot. As a first and motivating example, we compute \(\iota_K\) in the case of the figure-eight knot \(4_1\), for which \(m = 0\) and \(r(t) = 1\). The complex \(\text{CFK}_\infty(4_1)\) appears in Figure 46. We write \(x = x_0\) for simplicity.

This chain complex has eight grading-reversing automorphisms. Indeed, in all of them we must have \(\iota_K(b) = c, \iota_K(c) = b\) and (because \(\iota_K\) is a chain map) \(\iota_K(e) = e\). Further, \(\iota_K(x)\) is either \(x\) or \(x + e\), and \(\iota_K(a)\) is \(a, a + e, a + x\) or \(a + x + e\). This gives eight possibilities. However, six are eliminated because they do not square to the Sarkar involution \(x \to x, \ a \to a + e\).

The remaining two maps
\[
\begin{align*}
x & \mapsto x + e, \quad a \mapsto a + x \\
x & \mapsto x + e, \quad a \mapsto a + x + e
\end{align*}
\]
are conjugate to each other (via turning \(x\) into \(x + e\)), so up to change of basis there is only one map on \(\text{CFK}_\infty(4_1)\) that could be \(\iota_K\). Without loss of generality, let \(\iota_K\) be the first map above, so that \(1 + \iota_K\) is
\[
\begin{align*}
e & \mapsto 0, \quad x \mapsto e, \quad a \mapsto x, \quad b, c \mapsto b + c.
\end{align*}
\]
We can use this to compute the knot invariants \(V_0\) and \(V_0\). We see that
\[
H_*(A_0^+) = \mathbb{Z}_2\langle[U^n x] : n \leq 0 \rangle \oplus \mathbb{Z}_2[b]
\]
and $H_*(B_0^+) = \mathbb{Z}_2([U^nx] : n \leq 0)$, so $V_0 = 0$. Now consider the complex $AI^+_0$. This chain complex breaks up into a direct sum of subcomplexes, the first two of which are illustrated in Figure 17. The subcomplex containing the lowest graded elements, depicted on the left, is generated by the seven elements $a, b, c, Qx, Qa, Qb,$ and $Qc$. The next subcomplex, depicted on the right, is generated by ten elements, with differentials as shown in the figure; all further subcomplexes are identical to this subcomplex multiplied by $U^{-n}$. The homology of the left subcomplex is $\mathbb{Z}_2([Qx], [Qa + c], [Qc])$ and the homology of the right subcomplex is $\mathbb{Z}_2([U^{-1}Qx], [x + U^{-1}Qc])$. Observe that $U[x + U^{-1}Qc] = [Qc]$. Therefore,

$$H_*(AI^+_0) \simeq T^+_1 \oplus T^+_0 \oplus (\mathbb{Z}_2)_{(-1)},$$

where the towers can be taken to have lowest-degree elements $[Qc]$ and $[Qx]$. We conclude that $V_0 = 1$ and $V_0 = 0$. 

**Figure 16.** The knot Floer complex for the figure-eight.

**Figure 17.** Parts of the $AI^+_0$ complex for the figure-eight.
8.3. The general case. Now let $K$ be an arbitrary thin knot. We seek to determine the conjugation map $\iota_K$ on $\text{CFK}^\infty(K)$. Let $C$ be the model complex for $\text{CFK}^\infty(K)$, described in Section 8.1.

For a staircase complex, we define the standard staircase map to be the involution that exchanges $x_s^1$ and $x_s^2$ and fixes $x_0$. Note that this is a genuine involution.

Given two squares $\{a, b, c, Ue\}$ and $\{a', b', c', Ue'\}$ such that the grading of $a$ is $(i, j)$ and the grading of $a'$ is $(j, i)$, we define standard square map on the pair to be the map

$$a \mapsto a', \quad b \mapsto c', \quad c \mapsto b', \quad e \mapsto e', \quad a' \mapsto a + e, \quad c' \mapsto b, \quad b' \mapsto c, \quad e' \mapsto e.$$  

Note that this squares to the Sarkar involution (34) on the squares, which takes $a \mapsto a + e$, $a' \mapsto a' + e'$, and is the identity on $b, c, e, b', c', e'$.

**Proposition 8.1.** Let $K$ be a thin knot. Up to a (grading-preserving) change in basis, there is a unique automorphism $\iota_K$ on $\text{CFK}^\infty(K)$ that exchanges the $i$ and $j$ gradings and squares to the Sarkar involution.

**Proof.** Notice that because $\iota_K$ is a chain map that interchanges the gradings on $\text{CFK}^\infty(K)$, if $x$ is a basis element in a single grading, we must have $\partial_{\text{horz}}(\iota_K(x)) = \iota_K(\partial_{\text{vert}}(x))$. This implies that $\partial_{\text{horz}} \iota_K = \iota_K \partial_{\text{vert}}$ on $\text{CFK}^\infty$, and similarly $\partial_{\text{vert}} \iota_K = \iota_K \partial_{\text{horz}}$. In particular, $\partial_{\text{vert}} \partial_{\text{horz}} \iota_K = \partial_{\text{vert}} \iota_K \partial_{\text{horz}} = \iota_K \partial_{\text{horz}} \partial_{\text{vert}} = \iota_K \partial_{\text{horz}} \partial_{\text{vert}}$, so $\iota_K$ and $\partial_{\text{vert}} \partial_{\text{horz}} = \partial_{\text{horz}} \partial_{\text{vert}}$ commute.

The idea of this proof is to split off pairs of square complexes related by the standard square map from the model complex $C$, until what remains is a staircase or (more interestingly) a staircase and a single square.

Consider the set of elements $\{a_s\}$ which lie at the initial corners of squares in the model complex $C$, so that $\partial_{\text{horz}} \partial_{\text{vert}}(a_s) = \partial_{\text{vert}} \partial_{\text{horz}}(a_s) \neq 0$. Recall that $a_s$ are the only basis elements that are not mapped to zero by $\partial_{\text{horz}} \partial_{\text{vert}}$.

First, assume there is some $a_s$ in planar grading $(i, j)$ such that $i \neq j$. Then $\iota_K(a)$ lies in planar grading $(j, i)$ and has $\partial_{\text{horz}} \partial_{\text{vert}}(\iota_K(a)) \neq 0$. Therefore $\iota_K(a)$, written as a sum of basis elements each appearing once, contains an initial corner $a' \neq a$. We will use this fact to do a change of basis so that the square $\{a, b, c, Ue\}$ is exchanged with another square complex by the standard square map on pairs.

Let $\partial_{\text{horz}}(a) = b$, $\partial_{\text{vert}}(a) = c$, and $\partial_{\text{horz}} \partial_{\text{vert}}(a) = Ue$. Then consider $\iota_K(a)$. Since $\iota_K$ is a chain map that interchanges the vertical and horizontal gradings, we observe that $\partial_{\text{horz}}(\iota_K(a)) = \iota_K(c)$, $\partial_{\text{vert}}(\iota_K(a)) = \iota_K(b)$, and $\partial_{\text{horz}} \partial_{\text{vert}}(\iota_K(a)) = \iota_K(Ue) \neq 0$. Change basis by adding $\iota_K(a) + a'$ to $a'$, $\iota_K(b) + \partial_{\text{vert}}(a')$ to $\partial_{\text{vert}}(a')$, $\iota_K(c) + \partial_{\text{horz}}(a')$ to $\partial_{\text{horz}}(a')$, and $\iota_K(Ue) + \partial_{\text{vert}} \partial_{\text{horz}}(a')$. This change of basis has the effect of changing the model complex $C$ to $C'$ in which the squares $\{a, b, c, Ue\}$ and $\{\iota_K(a), \iota_K(c), \iota_K(b), \iota_K(Ue)\}$ are interchanged by the standard square map.

Our goal now is to split $C \otimes \mathbb{Z}_2[U^{-1}, U]$ as $(C^1 \otimes \mathbb{Z}_2[U^{-1}, U]) \oplus (C^2 \otimes \mathbb{Z}_2[U^{-1}, U])$ such that each $C^i \otimes \mathbb{Z}_2[U^{-1}, U]$ is preserved by $\iota_K$, and $C^2$ is still a direct sum of square complexes and a single staircase. To do this, we must change basis again. Let $C''$ be the direct sum of the squares $\{a, b, c, Ue\}$ and $\{\iota_K(a), \iota_K(c), \iota_K(b), \iota_K(Ue)\}$. Suppose there is some $x \in C''$ a basis element not in $C^1$ such that $\iota_K(x)$, as a sum of elements in $C''$, in which each element appears at most once, contains $\iota_K(a)$. Then we change basis by adding $a$ to $x$, so that $\iota_K(x + a)$ no longer contains $\iota_K(a)$. Of course, we should now add $b$ to $\partial_{\text{horz}}(x)$, $c$ to $\partial_{\text{vert}}(x)$, and $e$ to $\partial_{\text{horz}} \partial_{\text{vert}}(x)$. Repeating this process for other elements as necessary, we can arrange...
to have a complex $C''$ in which there is no $x \neq a$ such that $i_K(a)$ appears nontrivially in $i_K(x)$. Consequently, there is also no $y \neq i_K(a)$ such that $a$ appears nontrivially in $i_K(y)$, because then $i_K(a)$ would appear in $i_K^2(y)$; since $i_K(a)$ is now the only basis element with the property that $i_K$ applied to it contains $a$, nothing can cancel with this term. Next, we do similar changes of bases to produce a complex $C''$ for which there is no basis element $x \notin C'$ such that $i_K(x)$ contains $b, c, d, i_K(b), i_K(c)$, or $i_K(d)$ nontrivially, achieving our goal.

We repeat the argument above, splitting off subcomplexes generated by pairs of squares with the standard square involution, until all square complexes remaining have initial corners on the main diagonal. We may repeat the same procedure with any square whose initial corner $a$ lies on the main diagonal which has the property that $i_K(a)$, expressed as a sum of basis elements each appearing once, includes an initial corner $a'$ in $C$ other than $a$.

This leaves us with a set of initial corners $\{a_1, \ldots, a_t\}$ such that $i_K(a_r)$ contains only $a_r$ and no other initial corner, for $r = 1, \ldots, t$. (Of course, since $\partial_{\text{horz}} \partial_{\text{vert}}(i_K(a_r)) = i_K(e_r) \neq 0$, $i_K(a_r)$ must contain at least one initial corner in $C$, since these are the only elements with $\partial_{\text{horz}} \partial_{\text{vert}} \neq 0$.) Suppose that the number of remaining squares, $t$, is at least 2. Without loss of generality (because of the tensor product with $\mathbb{Z}_2[U^{-1}, U]$), each $a_r$ lies in planar grading $(0, 0)$. Then $e_1, \ldots, e_t$ must also lie in grading $(0, 0)$. Since we have already split off any other square complexes in pairs, we see that $\{a_1, \ldots, a_t, e_1, \ldots, e_t, x_0\}$ are all of the basis elements in the grading $(0, 0)$. Furthermore, $\partial_{\text{horz}} \partial_{\text{vert}}(i_K(a_r)) = \partial_{\text{horz}} \partial_{\text{vert}}(a_r) = U e_r$, so each $e_r$ must be fixed by $i_K$. Finally, because $\partial_{\text{horz}} \partial_{\text{vert}}(x_0) = 0$, we see that $i_K(x_0)$, as a sum of basis elements, cannot contain any $a_r$. This implies that we know the following about the behavior of the involution in grading $(0, 0)$.

$$i_K(e_r) = e_r, \quad i_K(a_r) = a_r + \beta_r x_0 + \sum_{s=1}^t \gamma_{r}^s e_s, \quad i_K(x_0) = x_0 + \sum_{s=1}^t \delta_s e_s.$$ 

Here each $\beta_r, \gamma_{r}^s$ and $\delta_s$ is either 0 or 1 as appropriate. This implies that

$$i_K^2(a_r) = i_K \left( a_r + \beta_r x_0 + \sum_{s=1}^t \gamma_{r}^s e_s \right) = a_r + \beta_r x_0 + \sum_{s=1}^t \gamma_{r}^s e_s + \beta_r x_0 + \beta_r \sum_{s=1}^t \delta_s e_s + \sum_{s=1}^t \gamma_{r}^s e_s$$

$$= a_r + \beta_r t \sum_{s=1}^t \delta_s e_s.$$  

However, by assumption $i_K^2$ is the Sarkar involution $\zeta$, so $i_K^2(a_r) = a_r + e_r$. This implies that $\beta_r = 1$, $\delta_r = 1$ and all other $\delta_s$ are 0. Since $r$ was arbitrary, this is a contradiction when $t \geq 2$. We conclude that $t = 0$ or 1.

Therefore, we can always split off pairs of squares related by the standard square map until we have either a staircase complex $C_m$ of step length one or a staircase complex $C_m$ of step length one and a single square complex whose initial corner $a$ lies on the main diagonal. (The first case occurs when the original complex had an even number of square summands, i.e. $r_0 \equiv 0 \mod 2$, and the second case occurs when the original complex had an odd number of squares, i.e. $r_0 \equiv 1 \mod 2$.) In the first case, $i_K$ must be the standard staircase map. For the second case, without loss of generality $x_0$ and $a$ lie in the grading $(0, 0)$. An argument
similar to the one given for the figure-eight knot in Section 8.2 shows that up to change of basis, the map $\iota_K$ in the grading $(0, 0)$ must be
\[ a \mapsto a + x_0, \quad x_0 \mapsto x_0 + e, \quad e \mapsto e. \]

Once this is established, the fact that $\iota_K$ is a chain map and interchanges the gradings completely determines the automorphism. There are four different cases, illustrated in Figures 18, 19, 20, and 21.

In the first and fourth cases (shown in Figures 18 and 21, respectively) we must have
\[ x_1^s \mapsto x_2^s, \quad b \mapsto c + x_1^2, \]
\[ x_2^s \mapsto x_1^s, \quad c \mapsto b + x_1^1. \]

In the second and third cases (shown in Figures 19 and 20) we get
\[ x_1^1 \mapsto x_1^2 + U^{-1}c, \quad x_2^s \mapsto x_2^s \text{ for } s > 1, \quad b \mapsto c, \]
\[ x_2^1 \mapsto x_1^1 + U^{-1}b, \quad x_2^s \mapsto x_1^s \text{ for } s > 1, \quad c \mapsto b. \]

This completes the description of the automorphism $\iota_K$. \hfill \square

In view of Theorem 6.7 and Proposition 8.1, we have all the information needed to calculate $HFI^+$ of large surgeries on thin knots. In particular, by Theorem 1.6, the involutive correction terms are determined by the values of $V_0$ and $\nabla_0$ for these knots. These values can be computed explicitly:

**Proposition 8.2.** Let $K$ be a thin knot. The invariants $V_0$ and $\nabla_0$ associated to $K$ depend on the sign and parity of $\tau(K)$ and on the parity of $r_0$ as follows.

1. If $r_0 \equiv 0 \mod 2$, we have the following cases:
   \begin{enumerate}
   \item If $\tau(K) \geq 0$, then $V_0 = \nabla_0 = V_0 = n(K)$.
   \item If $\tau(K) < 0$, then $V_0 = V_0 = 0$ and $\nabla_0 = -n(K)$.
   \end{enumerate}

2. If $r_0 \equiv 1 \mod 2$, then we have the following cases:
   \begin{enumerate}
   \item If $\tau(K) = 0$, then $V_0 = 1$ and $V_0 = V_0 = 0$.
   \item If $\tau(K) > 0$ and $\tau(K) \equiv 1 \mod 2$, then $V_0 = V_0 = n(K)$ and $\nabla_0 = n(K) - 1$.
   \item If $\tau(K) > 0$ and $\tau(K) \equiv 0 \mod 2$, then $V_0 = n(K) + 1$ and $V_0 = V_0 = n(K)$.
   \item If $\tau(K) < 0$ and $\tau(K) \equiv 1 \mod 2$, then $V_0 = V_0 = 0$ and $\nabla_0 = -n(K) + 1$.
   \item If $\tau(K) < 0$ and $\tau(K) \equiv 0 \mod 2$, then $V_0 = V_0 = 0$ and $\nabla_0 = -n(K)$.
   \end{enumerate}

**Remark 8.3.** Of course, the values of $V_0$ for thin knots were already known. See [35, Corollary 1.5] for the case of alternating knots; the arguments there readily extend to all thin knots. We included $V_0$ in the statement of Proposition 8.2 for easy comparison with $V_0$ and $\nabla_0$.

**Proof of Proposition 8.2.** By Proposition 8.1 if $r_0 \equiv 0 \mod 2$ then it suffices to consider the case of a staircase complex. We obtain the same results as in case of $L$-space knots and mirrors of $L$-space knots. This proves Cases (1a) and (1b).

The more interesting calculation is when $r_0 \equiv 1 \mod 2$. Then, again by Proposition 8.1, it suffices to consider the case of a staircase complex together with a single square complex on the main diagonal. If $\tau(K) = 0$ the staircase in question is a single point, and this is the complex for the figure-eight knot. By our computation in Section 8.2, we obtain Case (2a).

The proofs of Cases (2b)-(2d) are computational, and are all variations on the same strategy. We will do Cases (2b) and (2c) in detail.
Figure 18. A model complex for a thin knot with \( \tau(K) > 0 \), and \( \tau(K) \) and \( r_0 \) both odd.

Suppose that \( \tau(K) > 0 \) and \( \tau(K) \) is odd. This is Case (2b). The relevant portion of the knot Floer complex is illustrated in Figure 18. Observe that for this knot complex, \( H_s(A_0^+ = \mathbb{Z}_2[U^{-1}][[x]] \oplus \mathbb{Z}_2[[b]] \) and \( V_0 = n(K) \). Therefore we will compare \( V_0 \) and \( V_0 \) to \( n(K) \) by computing the difference in gradings between the generators of towers in \( H_s(AI_0^+) \) and the gradings of the elements \( x_1^1 \) and \( Qx_1^1 \). From the description of \( \iota_K \) in the proof of Proposition 8.1 we see that the map \( 1 + \iota_K \) is given by

\[
\begin{align*}
  x_0 &\mapsto e, & b &\mapsto (b + c) + x_1^2, & x_s^1 &\mapsto x_s^1 + x_s^2, \\
  a &\mapsto x_0, & c &\mapsto (b + c) + x_2^2, & e &\mapsto 0.
\end{align*}
\]

We start by breaking the full involutive complex

\[
(\mathbf{CFK}^\infty(K)[-1] \oplus Q \cdot \mathbf{CFK}^\infty(K)[-1], \partial + Q \cdot (1 + \iota_K))
\]

into the direct sum of three subcomplexes over \( \mathbb{Z}_2[U^{-1}, U] \). The first of these is generated by a model \( \mathbb{Z}_2 \)-complex \( C_1 \) with basis consisting of the elements \( x_3^1 + x_3^2, x_0, Qe, \) and \( U^{-1}Qb \). The nonzero differentials in this subcomplex are as follows:

\[
\begin{align*}
  \partial^i(U^{-1}Qb) &= Qe, \\
  \partial^i(x_0) &= (x_1^1 + x_1^2) + Qe, \\
  \partial^i(x_s^1 + x_s^2) &= (x_{s+1}^1 + x_{s+1}^2) + (x_{s-1}^1 + x_{s-1}^2) \text{ for } s \text{ even}.
\end{align*}
\]

This subcomplex is acyclic.
Our second subcomplex is generated by a model $\mathbb{Z}_2$-complex $C_2$ with generators $x^1_s$, $Q(x^1_s + x^2_s)$, $Qx_0$, $a$, and $b + c$. Here are the nonzero differentials:

$$\partial^s(a) = (b + c) + Qx_0,$$

$$\partial^s(x^1_s) = Q(x^1_s + x^2_s) \text{ for } s \text{ odd},$$

$$\partial^s(b + c) = \partial^s(Qx_0) = Q(x^1_0 + x^2_1),$$

$$\partial^s(x^1_s) = x^1_{s+1} + x^1_{s-1} + Q(x^1_s + x^2_s) \text{ for } s \text{ even},$$

$$\partial^s(Q(x^1_s + x^2_s)) = Q(x^1_{s+1} + x^2_{s+1}) + Q(x^1_{s-1} + x^2_{s-1}) \text{ for } s \text{ even}.$$ 

The homology of this subcomplex is $\mathbb{Z}_2[U,U^{-1}][[x^1_1 + b + c]].$

Our third and last subcomplex is generated by a model $\mathbb{Z}_2$-complex $C_3$ generated by the elements $b$, $Qa$, $Ue$, $Q(b + c)$, and $Qx^2_s$. It has nonzero differentials as follows:

$$\partial^s(Qa) = Q(b + c),$$

$$\partial^s(b) = Ue + Q(b + c) + Qx^2_1,$$

$$\partial^s(Qx^2_s) = Qx^2_{s+1} + Qx^2_{s-1} \text{ for } s \text{ even}.$$ 

The homology of this subcomplex is $\mathbb{Z}_2[U,U^{-1}][[Qx^2_1]].$

Now we can investigate the homology of the intersection of each of these three complexes with $AI_0^+$, i.e., we will look at those terms in the region of the $(i,j)$-plane given by $\text{max}(i,j) \geq 0$. The direct sum of these intersections will give $AI_0^+$, and we are interested in the two infinite $U$-towers in its homology.

First, consider the intersection of the subcomplex generated by $C_1$ with $AI_0^+$. For $k \leq 0$, the complex $U^kC_1$ is contained in $AI_0^+$. Since $C_1$ is acyclic, it must be that neither of the two towers in $H_*(AI_0^+)$ comes from $C_1 \otimes \mathbb{Z}_2[U^{-1},U]$.

Let us move to our second subcomplex $C_2$. All nonpositive $U$-powers of $C_2$ are contained in $AI_0^+$, and have homology generated over $\mathbb{Z}_2$ by $U^{-k}[x^1_1 + b + c]$. However, the intersection of $U \cdot C_2$ with $AI_0^+$ is generated over $\mathbb{Z}_2$ by $Ux^1_s$ and $UQ(x^1_s + x^2_s)$ for $s \geq 2$, with nonzero differentials as follows:

$$\partial^s(Ux^1_s) = Ux^1_{s+1} + UQ(x^1_s + x^2_s),$$

$$\partial^s(Ux^1_s) = UQ(x^1_s + x^2_s) \text{ for } s \text{ odd},$$

$$\partial^s(UQ(x^1_s + x^2_s)) = UQ(x^1_{s+1} + x^2_{s+1}),$$

$$\partial^s(UQ(x^1_s + x^2_s)) = UQ(x^1_{s+1} + x^2_{s+1}) + UQ(x^1_{s-1} + x^2_{s-1}) \text{ for } s \text{ even, } s > 2.$$ 

This complex is acyclic. We conclude that the first infinite tower in $H_*(AI_0^+)$ has $[x^1_1 + b + c]$ as the lowest degree element.

We finally turn our attention to the subcomplex generated by $C_3$. All negative $U$-powers of $C_3$ are contained in $AI_0^+$ and have homology generated over $\mathbb{Z}_2$ by $[U^{-k}Qx^1_1]$. However, the intersection of $C_3$ itself with $AI_0^+$ loses $Ue$. That is, $C_3 \cap AI_0^+$ is generated by $b$, $Qa$, $Qx^2_s$, $Q(b + c)$, and $Qx^2_s$ with nonzero differentials as follows:

$$\partial^s(Qa) = Q(b + c),$$

$$\partial^s(b) = Q(b + c) + Qx^2_1,$$

$$\partial^s(Qx^2_s) = Qx^2_{s+1} + Qx^2_{s-1} \text{ for } s \text{ even}.$$
Figure 19. A model complex for a thin knot with $\tau(K) > 0$, $\tau(K)$ even, and $r_0$ odd.

This is acyclic. This means that the second infinite tower in $H_*(AI_0^+)$ has $[U^{-1}Qx_1^2]$ as the lowest degree element.

Recall that the tower in $H_*(A_0^+)$ has $[x_0]$ as the lowest degree element, and $V_0 = n(K)$. Thus, the grading of $[x_1^1 + b + c]$ in $H_*(AI_0^+)$ is one more than the grading of $[x_0]$ in $H_*(A_0^+)$. Further, $[x_0]$ and $[x_1^2]$ have the same grading, so the grading of $[U^{-1}Qx_1^2]$ in $H_*(AI_0^+)$ is two more than the grading of $[x_0]$ in $H_*(A_0^+)$. We conclude that $V(K) = n(K)$ and $\overline{V}(K) = n(K) - 1$.

Now consider Case (2c), with $\tau(K) > 0$ and even, and $r_0$ odd. The complex $CFK^\infty(K)$ is illustrated in Figure 19. Observe that for this knot complex, $H_*(A_0^+ = \mathbb{Z}_2[U^{-1}]/[x_0]] \oplus \mathbb{Z}_2[[b]]$ and $V_0 = n(K)$. Therefore we will compare $V_0$ and $\overline{V}_0$ to $n(K)$ by computing the difference in gradings between the generators of towers in $H_*(AI_0^+)$ and the gradings of the elements $x_0$ and $Qx_0$. The map $1 + \iota_K$ on this complex is given by

\[
\begin{align*}
  a &\mapsto x_0, & x_1^1 &\mapsto x_1^1 + x_2^1 + U^{-1}c, & x_1^s &\mapsto x_1^s + x_2^s \text{ for } s > 1, \\
  x_0 &\mapsto e, & x_2^1 &\mapsto x_1^1 + x_2^1 + U^{-1}b, & x_2^s &\mapsto x_1^s + x_2^s \text{ for } s > 1, \\
  e &\mapsto 0, & b &\mapsto b + c, & c &\mapsto b + c.
\end{align*}
\]

We start, as in the previous case, by breaking the full involutive complex

\[
(\text{CFK}^\infty(K)[-1] \oplus Q \cdot \text{CFK}^\infty(K)[-1], \partial + Q \cdot (1 + \iota_K))
\]

into the direct sum of four subcomplexes over $\mathbb{Z}_2[U^{-1}, U]$. The first of these is generated by a model $\mathbb{Z}_2$-complex $C_1$ with basis consisting of the elements $x_1^s + x_2^s, U^{-1}Q(b + c), and
This subcomplex is acyclic.

Our second subcomplex is generated by a model $\mathbb{Z}_2$-complex $C_2$ with basis consisting of the elements $Qa + c$ and $e$. The only nonzero differential is the following:

$$\partial^i(Qa + c) = e.$$ 

This subcomplex is also acyclic.

Our third subcomplex is generated by a model $\mathbb{Z}_2$-complex $C_3$ with basis consisting of the elements $x_s^1, Q(x_s^1 + x_s^2), x_0, U^{-1} Qc$ and $Qe$. The nonzero differentials are as follows:

$$\partial^i(x_0) = \partial^i(U^{-1}Qc) = Qe,$$
$$\partial^i(Q(x_1^1 + x_1^2)) = Q(x_2^1 + x_2^2),$$
$$\partial^i(x_1^1) = Q(x_1^1 + x_1^2)$$ for $s$ even,
$$\partial^i(x_1^1) = x_2^1 + Q(x_1^1 + x_1^2) + x_0 + U^{-1}Qc,$$
$$\partial^i(Q(x_s^1 + x_s^2)) = Q(x_{s+1}^1 + x_{s+1}^2) + Q(x_{s-1}^1 + x_{s-1}^2)$$ for $s$ odd, $s > 1,$
$$\partial^i(x_s^1) = x_{s+1}^1 + x_{s-1}^1 + Q(x_s^1 + x_s^2)$$ for $s$ odd, $s > 1.$

The homology of this complex is $\mathbb{Z}_2[U^{-1}, U]\langle[x_0 + U^{-1}Qc]\rangle$.

Our final subcomplex is generated by a model complex $C_4$ with generators $Qx_s^1, Qx_0, a,$ and $b + c$. Here are the nonzero differentials:

$$\partial^i(a) = (b + c) + Qx_0$$
$$\partial^i(Qx_s^1) = Qx_{s+1}^1 + Qx_{s-1}^1$$ for $s$ odd, $s > 1.$

The homology of this complex is $\mathbb{Z}_2[U^{-1}, U]\langle[Qx_0]\rangle$.

We now turn our attention to the homology of the intersection of each of these four complexes with $AI_0^+$, to wit, the region of the plane with $\max(i, j) \geq 0.$ The direct sum of these intersections gives $AI_0^+$. As before, we are interested in finding the two infinite $U$-towers in its homology.

First, consider the intersection of $C_1$ with $AI_0^+$. For $k \geq -1,$ $U^kC_1$ is contained in $AI_0^+$. Since $C_1$ is acyclic, neither of the two towers in $H_*(AI_0^+)$ comes from $C_1 \otimes \mathbb{Z}_2[U^{-1}, U]$. By similar logic, neither of the two towers comes from $C_2 \otimes \mathbb{Z}_2[U^{-1}, U]$. Now let us consider our third subcomplex, generated by $C_3$. All nonpositive $U$-powers of $C_2$ are contained in $AI_0^+$, and have homology generated by $U^{-k}[x_0 + U^{-1}Qc]$. However, the intersection of $U \cdot C_2$ with $AI_0^+$ is generated over $\mathbb{Z}_2$ by $Ux_s^1, UQ(x_s^1 + x_s^2)$, and $Qc$, with
nonzero differentials as follows:
\[ \partial'(UQ(x^1_s + x^2_s)) = UQ(x^1_s + x^2_s), \]
\[ \partial'(UQ(x^1_s)) = UQ(x^1_s + x^2_s) \text{ for } s \text{ even}, \]
\[ \partial'(Ux^1_s) = Ux^1_s + UQ(x^1_s + x^2_s) + Qc, \]
\[ \partial'(UQ(x^1_s + x^2_s)) = UQ(x^1_{s+1} + Ux^2_{s+1}) + UQ(x^1_{s-1} + Ux^2_{s-1}) \text{ for } s \text{ odd, } s > 1, \]
\[ \partial'(Ux^1_s) = Ux^1_{s+1} + Ux^1_{s-1} + UQ(x^1_s + x^2_s) \text{ for } s \text{ odd, } s > 1. \]

The homology of this complex is generated over \( \mathbb{Z}_2 \) by \([Qc]\). Since \( U[x_0 + QU^{-1}c] = [Qc] \), we conclude this element is part of the first infinite tower. Finally, the intersection of \( U^2 \cdot C_2 \) with \( AI^+_0 \) is generated over \( \mathbb{Z}_2 \) by \( U^2x^1_s, QU^2(x^1_s + x^2_s) \) with \( s > 2 \), and has nonzero differentials as follows:
\[ \partial'(U^2Q(x^3_3 + x^3_3)) = U^2Q(x^1_4 + x^2_4), \]
\[ \partial'(U^2x^1_s) = U^2Q(x^1_s + x^2_s) \text{ for } s \text{ even}, \]
\[ \partial'(U^2x^2_3) = U^2x^1_4 + U^2Q(x^1_4 + x^2_3) \]
\[ \partial'(U^2Q(x^1_s + x^2_s)) = U^2Q(x^1_{s+1} + x^2_{s+1}) + U^2Q(x^1_{s-1} + x^2_{s-1}) \text{ for } s \text{ odd, } s > 3, \]
\[ \partial'(U^2x^1_s) = U^2x^1_{s+1} + U^2x^1_{s-1} + U^2Q(x^1_s + x^2_s) \text{ for } s \text{ odd, } s > 3. \]

This complex is acyclic. We conclude that the bottom element of the first infinite tower in \( H_*(AI^+_0) \) is \([Qc]\).

Finally, we turn our attention to the fourth subcomplex, generated by \( C_4 \). Every nonpositive \( U \)-power of \( C_4 \) is contained in \( AI^+_0 \) and has homology generated over \( \mathbb{Z}_2 \) by \( U^k[Qx_0] \). However, \( U \cdot C_4 \) is generated over \( \mathbb{Z}_2 \) by the elements \( UQx^1_s \), with nonzero differentials as follows:
\[ \partial'(Qx^1_s) = Qx^2_s, \]
\[ \partial'(Qx^1_s) = Qx^1_{s+1} + Qx^1_{s-1} \text{ for } s \text{ odd, } s > 1. \]

This complex is acyclic. We conclude that the bottom element in the second infinite tower in \( H_*(AI^+_0) \) is \([Qx_0]\).

Now, recall that the tower in \( H_*(A_0) \) has \([x_0]\) as its lowest degree element, and \( V_0 = n(K) \). The grading of \([Qc]\) in \( H_*(AI^+_0) \) is one less than the grading of \([x_0]\) in \( H_*(A^+_0) \), and the grading of \([Qx_0]\) in \( H_*(AI^+_0) \) is equal to the grading of \([x_0]\) in \( H_*(A^+_0) \). We conclude that \( V(K) = n(K) + 1 \) and \( V(K) = n(K) \).

Cases (2d) and (2e) are pictured in Figures 20 and 21 respectively. We leave the computations in these cases to the interested reader. \( \square \)

**Proof of Theorem 1.7.** This is now a simple consequence of Proposition 8.2, taking into account the relation \( \tau = -\sigma(K)/2 \) for alternating knots, the identities \([30],[31],[32],[33] \), as well as the fact that a knot has Arf invariant 0 if and only if \( D \equiv \pm 1 \pmod{8} \). \( \square \)

**Proof of Corollary 1.8.** We use the following \( \mathbb{Z}_2 \)-homology cobordism invariants of \( \mathbb{Z}_2 \)-homology spheres \( Y: d, d, d \), and the (generalized) Rokhlin invariant
\[ \mu(Y) \in \frac{1}{8} \mathbb{Z} \pmod{2\mathbb{Z}} \]
Figure 20. A model complex for a thin knot with $\tau(K) < 0$, $\tau(K)$ odd, and $r_0$ odd.

Figure 21. A model complex for a thin knot with $\tau(K) < 0$, $\tau(K)$ even, and $r_0$ odd.
from [3]. If \( Y = S^3_p(K) \) for \( p > 0 \) odd, Proposition 3 in [1] says that
\[
\mu(S^3_p(K)) = \frac{1}{8}(1 - p) + \text{Arf}(K) \quad (\text{mod } 2\mathbb{Z}).
\]

In our case, if \( S^3_p(K) \) and \( S^3_p(K') \) are \( \mathbb{Z}_2 \)-homology cobordant, we see that \( K \) and \( K' \) have the same Arf invariant. Further, in view of Equation (1) and Theorem 1.6, the values of \( \bar{d}, \bar{d} \) and \( \bar{d} \) for \( p \)-surgery on a knot are determined by the values of \( (\vec{V}_0, \vec{V}_0, \vec{V}_0) \) for that knot. It follows that \( K \) and \( K' \) have the same triple of values \( (\vec{V}_0, \vec{V}_0, \vec{V}_0) \). By inspecting the tables in Theorem 1.7, we conclude that \( K \) and \( K' \) have the same signature. \( \square \)

**Remark 8.4.** The results in Theorem 1.7 and Corollary 1.8 apply equally well to quasi-alternating knots.
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