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The extension of Langevin-equation Monte-Carlo algorithms for Coulomb collisions from
the conventional Euler–Maruyama time integration to the next higher order of accuracy,
the Milstein scheme, has been developed, implemented, and tested. This extension pro-
ceeds via a formulation of the angular scattering directly as stochastic differential equa-
tions in the fixed-frame spherical-coordinate velocity variables. Results from the
numerical implementation show the expected improvement [OðDtÞ vs. OðDt1=2Þ] in the
strong convergence rate both for the speed jvj and angular components of the scattering.
An important result is that this improved convergence is achieved for the angular compo-
nent of the scattering if and only if the ‘‘area-integral’’ terms in the Milstein scheme are
included. The resulting Milstein scheme is of value as a step towards algorithms with both
improved accuracy and efficiency. These include both algorithms with improved conver-
gence in the averages (weak convergence) and multi-time-level schemes. The latter have
been shown to give a greatly reduced cost for a given overall error level when compared
with conventional Monte-Carlo schemes, and their performance is improved considerably
when the Milstein algorithm is used for the underlying time advance versus the Euler–
Maruyama algorithm. A new method for sampling the area integrals is given which is a
simplification of an earlier direct method and which retains high accuracy. This method,
while being useful in its own right because of its relative simplicity, is also expected to con-
siderably reduce the computational requirements for the direct conditional sampling of the
area integrals that is needed for adaptive strong integration.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

In this paper, we describe the application of higher-order stochastic-differential-equation (SDE) numerical integration
methods to the problem of Coulomb collisions in a dilute (classical weakly coupled) plasma.

Coulomb collisions arise and can dictate or strongly affect the behavior of many plasma systems. Examples arise in mag-
netic fusion (MFE) [1], inertial fusion (ICF) [2], plasma processing [3], and near-earth (or planetary) space plasma [4]. There
has been a long history of study of Coulomb collisions in plasmas. In his pioneering work, Landau [5] recognized that the
action of the Coulomb collisions on the velocity of a charged particle in a plasma is dominated by many small-angle collision
events, i.e., that large-angle events are so unlikely as to be subdominant in their effect, and that the relevant expression to
describe their effect on the plasma distribution functions is therefore a drag-diffusion (‘‘Fokker–Planck’’) term rather than a
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Boltzmann term. Landau’s collision term gives the rate of change of the phase-space distribution function (density) faðx;vÞ of
plasma charged-particle species a (which could be electrons or an ion species) as
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where the sum is over the index b of the plasma charged-particle species, x and v are the position and velocity, t is the time,
fa � faðx;vÞ, qb is the charge of species b; f 0b � fbðx;v0Þ, u ¼ v � v0; u ¼ juj, and k is the ‘‘Coulomb logarithm’’. That Eq. (1) is in
the form of a drag-diffusion equation is evident from the fact that fa and @fa=@v are local in x and v and only derivatives up to
the second derivative in v appear. Another important property of the right hand side of Eq. (1) is that it is in conservative (or
‘‘continuity’’) form, i.e., it is the (velocity-space) divergence of a flux. Eq. (1) contains explicit expressions for the drag and
diffusion coefficients in terms of the distribution functions fb of the plasma species, and forms the basis for (both analytical
and computational) treatments of Coulomb collisions used to this day.

While analytical results are available for a wide variety of idealized problems [6], solutions often are needed for cases
where a clean separation between the time scales associated with various competing effects, including Coulomb collisions,
do not exist, and so these analytic results are not applicable. Unless the collisional time scales are much more rapid than the
other time scales in the system, kinetic (i.e., non-hydrodynamic) phenomena may be important. In many cases where the
collisional time scale for gross changes in the plasma distribution function is long, the plasma behavior is dictated by kinetic
features that are localized in velocity space. Because of the diffusive nature of the Coulomb collisions, the rate at which they
act on these kinetic features can become competetive with the rates of other effects. Kinetic numerical plasma simulation
methods, including initial-value solutions for time-dependent problems and relaxation methods for time-independent prob-
lems, have therefore become widely used to study plasma phenomena. These simulation methods can be broadly grouped
into particle-based, hybrid, and continuum-kinetic methods, and it is for the first two that our results are useful.

Particle-based kinetic plasma simulation methods include direct mesh-free methods in which the Coulomb interactions
between pairs of particles are treated directly, particle-in-cell (PIC) and the related d f-PIC methods. The PIC methods can
achieve great efficiency gains relative to the direct methods by mediating the Coulomb interactions through mesh quantities
(densities, currents, electric and magnetic fields). Hybrid methods generally treat a plasma system as a combination of a part
that is treated with a particle-based method with a part that can be treated as a fluid (i.e., is described by a small number of
variables that depend on position and time, and not on the velocity). The kinetic continuum (or ‘‘Vlasov’’) methods evolve the
distribution function (phase-space density) directly on a kinetic phase-space (i.e., position-velocity) mesh treating it essen-
tially as a fluid in phase space. In the PIC and d f-PIC methods, the use of the mesh to mediate the interactions between the
charged particles greatly reduces and alters the collisions, as represented by the system [7,8]. The collisions can be restored
to physically relevant levels through the use of statistical ‘‘Monte-Carlo’’ (MC) methods. These utilize the fact that a drag-
diffusion (partial) differential equation, such as Eq. (1), can be viewed as an equation for the expectation (mean) phase-space
density of a group of ‘‘particles’’ whose velocities evolve according to stochastic (ordinary) differential equations, and which
can be approximately solved with a discretization using a finite ensemble of such particles. For most problems of interest,
this approach (combining PIC or d f methods with MC methods) is much more computationally efficient than direct pair-wise
computation of the Coulomb interactions.

Various authors have developed Monte-Carlo discretizations of the Coulomb collision operator. One approach, upon
which the present work based, is Langevin-equations based algorithms [9–12]. In this approach, each particle is treated
as a test particle, acted on by drag and stochastic forces such that the expectation of the result of the latter is the appropriate
diffusion term. The resulting operator can be made self-consistent through the inclusion of ‘‘field-particle’’ effects, which in-
clude (but are not limited to) enforcing momentum and energy conservation. This can be done via a cell-by-cell shift (boost)
and rescaling of the particle velocities (in the case of a PIC algorithm) or via source/sink terms that manifest themselves as a
change in the particle weights (in a d f-PIC method). Another approach is binary Monte-Carlo collision algorithms [13–15]. In
these, the particles are scattered elastically in pairs, thereby giving quite accurate momentum and energy conservation for
each scattering event. The particles are typically paired with other particles in the same spatial cell. Although the conserva-
tion is not perfect because the particles in a pair do not reside at identical spatial positions, the inaccuracy (spreading) can be
controlled to be acceptably small. The scattering is done by a rotation of the relative velocity vector of the particles. These
rotations are not those for individual physical Coulomb collisions at given impact parameters, but are chosen from a statis-
tical ensemble so that, again, the expectation of the result matches the Landau operator. Coulomb collisions have also been
introduced into continuum-kinetic methods [16–18].

Numerical Langevin-equations-based Coulomb collision treatments to date [9–12] have predominantly used the lowest-
order temporal SDE discretization, the Euler–Maruyama method [19]. However, higher-order temporal SDE discretizations
have been developed [19,20] and have found quite wide use, for example in financial applications and chemical physics.
Going up in the hierarchy of temporal SDE discretization methods beyond the Euler–Maruyama method are the Milstein
method, which achieves a higher order of strong convergence [19] and, beyond the Milstein scheme, class of schemes that
achieve higher-order weak convergence [19]. In the present work, we extend the Langevin-equations-based treatment of
Coulomb collisions to the next higher order of accuracy beyond the conventional Euler–Maruyama time integration, i.e.,
the Milstein scheme. The Milstein method is of interest for two reasons: (A) It is the first in a hierarchy of higher-order meth-
ods for SDE’s, which also includes schemes with improved (higher-order) weak convergence. (B) When used instead of the
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Euler–Maruyama scheme as the underlying building block of Giles’ multi-(time-) level scheme [21], the resulting efficiency
is significantly improved, i.e., the computational complexity for a given overall error is significantly reduced. Both the multi-
level schemes [21] and the higher-weak-order schemes [19] have been shown to give improved computational efficiency
over the Euler–Maruyama scheme for the numerical solution of SDE’s, i.e., smaller error for a given computational cost or
lower computational cost for a given error in the solution. A more detailed discussion of these errors and costs will be given
at the end of Section 2.

The concept of strong convergence is central to understanding the properties of the Milstein scheme, but is perhaps less
familiar in the plasma-physics literature than weak convergence, so a brief discussion of these, including the distinction be-
tween them is warranted. Strong convergence concerns the strong error, which can be defined as the expectation value (over
paths) of the discretization error in each individual path. One specific choice of the discretization error, which we use in this
paper, is the error at a specific time T. If SðTÞ is the (possibly vector-valued) solution to a SDE evaluated at time T, and ŜT=h is
the value at time T given by a the solution of a temporal discretization of the SDE with time step h (and with the same initial
condition, i.e., Ŝ0=h ¼ Sð0Þ), then the definition that will be used here of the strong error at time T in the discretized solution is
[21]
Fig. 1.
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where kAk denotes some suitable norm of (the vector) A, and hf i denotes the expectation value over paths (also often denoted
as E½f �) of any functional f of the path. Then the discretization that was used to obtain ŜT=h is said to have OðhaÞ strong con-
vergence if estrong½S; T;h� ¼ OðhaÞ as h! 0. In contrast, weak convergence concerns the weak error, which is defined as the
error in the average of a path-dependent quantity over paths. While there are more general definitions [19], it is useful to
consider the particular weak error at a specific time, which is analogous to the choice made in the definition of the strong
error in Eq. (2):
eweak½S; T;h� ¼ hSðTÞi � ŜT=h

D E
: ð3Þ
The discretization that was used to obtain ŜT=h is then said to have OðhaÞ weak convergence if eweak½S; T;h� ¼ OðhaÞ as h! 0.
In order to give an example of strong convergence, Fig. 1 shows plots of a normalized speed v and the component of the

velocity unit vector along a given axis l versus the normalized time t from various computations of one underlying sample
trajectory. The particular equation used (Eq. (13) or Eq. (23)) will be derived and discussed in detail later in this paper. The
simulations are run to an end time tend=1.0. Each trajectory is calculated using the Milstein scheme, with set of time step
values Dt ¼ tendM�j, with M ¼ 3, and j ¼ 0;1;2; . . . 10. While the end points from the coarser calculations show some scatter,
the finer computations (those with smaller time steps) approach a well defined end point at t ¼ tend. This figure illustrates
that, even for stochastic trajectories, computations can be carried out with different values of the time step for a given under-
lying trajectory, and the values of the variables at any given time point (including the end time point) can converge to well
defined values. The strong convergence studies that will be shown later in this paper examine differences taken between
variable values from computations for the same underlying trajectory, but which use different values of the time step.

There have been some partial implementations of the Milstein method for Coulomb collisions [11,12], but in these works,
strong-convergence tests were not undertaken and no significant effect of the additional Milstein terms was observed. A sec-
ond-order weak method has also been implemented for Coulomb collisions as a part of a neoclassical Monte-Carlo transport
code for the study of transport in stellarators [22,23], although the improved weak convergence for the particular collisional
(a) Speed v (normalized as explained later after Eqs. (20)–(22)), and (b) component of the velocity unit vector along a given axis l vs. normalized
r numerical solutions of Eq. (17), for one underlying trajectory, using the Milstein algorithm with different values of the time step. The line segments
t the points, which are represented by the dots, along each discretized trajectory.
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implementation was not documented. There is therefore a need for studies such as the present one that focus on the details
of the implementation and on the improved rates of convergence for the higher order schemes in the context of the Cou-
lomb-collision problem.

The organization of the remainder of this paper is as follows. In Section 2, the Euler–Maruyama and Milstein schemes for
a (vector) system of SDE’s are briefly summarized and reviewed. The discussion of our approach for the Milstein treatment of
the Coulomb-collision problem begins in Section 3 where we develop the SDE’s (Langevin equations) for the velocity ex-
pressed with the direction referenced to a fixed (‘‘laboratory’’) frame that are consistent with the test-particle Maxwell-
ian-background reduction of Eq. (1). This differs from the approach of [11], where the Langevin equations are formulated
with respect to the current velocity direction, as is discussed in detail in Section 3 (and in Appendix A.) The Milstein discret-
ization of the collisional Langevin equations is also given explicitly in Section 3. While this follows somewhat routinely from
the Langevin equations, as discussed in Section 2, its implementation requires the sampling of particular (non-Gaussian) ran-
dom numbers known as area integrals. In Section 4 we discuss the area integrals and develop a new and highly efficient and
accurate method for their sampling. In Section 4, we also address the ‘‘compounding’’ of the random numbers (including the
area integrals) that is needed both for strong-scaling studies and for the use of the Milstein scheme within a multi-level SDE
algorithm [21]. The results of our Euler–Maruyama and Milstein implementations, including the scalings of the errors with
the time step, are shown and discussed in Section 5. A summary and discussion of our work is given in Section 6.
2. Euler–Maruyama and Milstein schemes

Higher order methods can be formulated and understood in terms of iterative Taylor expansions of the formal finite-time
integral solution [19]. The Euler–Maruyama and Milstein methods are the first two in a hierarchy of successive integration
methods for SDE’s of increasing order in the computational time step Dt. Consider the formal discrete SDE for a vector YðtÞ
with components YiðtÞ
dYiðtÞ ¼ aiðt;YðtÞÞdt þ biðt;YðtÞÞdWiðtÞ: ð4Þ
Here, each WiðtÞ is a Wiener process, i.e., a stochastic process with centered Gaussian increments which are independent for
non-overlapping time intervals and which have variance
Wi t2ð Þ �Wi t1ð Þ
h i2
� 	

¼ t2 � t1j j: ð5Þ
As such, Eq. (4) is not completely specified, but can be made so by considering it as a limit of a time-discrete equation in
which all time-dependent quantities are given at times sk ¼ t0 þ kdt, where k is an integer time index and dt is a positive
time increment. One such specification, known as the ‘‘Ito interpretation’’ (or specification), can be stated as the limit as
dt ! 0 for the vector yk ¼ YðskÞ, the components of which we denote as yi

k, and which evolve according to
yi
kþ1 ¼ yi

k þ dyi
k; where

dyi
k ¼ aiðsk; ykÞdt þ biðsk; ykÞdWi

k: ð6Þ
Here, each dWi
k is a centered normal random numbers with variance dt, and is independent of dWj

l unless i ¼ j and k ¼ l.
The key point in Eq. (6) is that in the evaluation of bi, the value of Y at the start of the time increment is used. Other spec-
ifications can be used. In the Stratonovich interpretation, for example, the b term in Eq. (6) is replaced by
bi sk;
1
2

yk þ ykþ1


 �� �
dWi

k:
This distinction is important in that it affects the particular placement of the derivatives (drag terms) in the equation for the
expectation value of the probability density of Y.

Then dYiðtÞ can be defined by its integral. A simple version of such a definition is
Yi t0 þ Dtð Þ � Yi t0ð Þ ¼
Z t0þDt

t0

dYiðtÞ ¼ lim
N!1

XN�1

k¼0

dyi
k;
where dyi
k is given by Eq. (6), with dt ¼ Dt=N.

The temporal discretizations to be formulated and used for computation can then be given by taking Dt to be the (finite)
computational time step. The discretized SDE attempts to approximate Ym ¼ YðtmÞ, the components of which we denote as
Yi

m, and where tm ¼ t0 þmDt. The Euler–Maruyama and Milstein discretizations of Eq. (4) can be obtained as truncations of
iterated expansions of the formal solution of Eq. (6).

The Euler–Maruyama scheme is
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Yi
M ¼ Yi

Eul;M ¼ Yi
0 þ

XM

m¼1

DEulY
i
m�1; where

DEulY
i
m ¼ aiðtm;YmÞDt þ biðtm;YmÞDWi

m;
where each DWi
m is a centered Gaussian random number with variance Dt, and is independent of DWj

n unless i ¼ j and m ¼ n.
The Euler–Maruyama scheme has the associated strong and weak errors [19]
DEulY
i
m � DYi

m ¼
O Dtð Þ �strong;
O Dt2
� �

�weak:

(

If this scheme is run for some number M time steps over a time duration T ¼ MDt K kbk2
.
kak2, then the resulting errors

are (from the proof of Theorem 10.6.3 and from Theorem 14.6.1 of Ref. [19])
Yi
Eul;M � Yi
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O

ffiffiffiffiffiffiffiffi
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The Milstein (first-order ‘‘strong’’ in Mt) scheme is
Yi
M ¼ Yi

Milst;M ¼ Yi
0 þ

XM
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i
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Z Dt
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Z s
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The last term in Eq. (7) contains the double ‘‘area integral,’’ which can be defined as
Aij;m ¼
Z Dt

0
dWiðtm þ sÞ

Z s

0
dWjðtm þ gÞ ¼ lim

N!1

XN

k¼1

dWi
mNþk�1

Xk�1

l¼1

dWj
mNþl�1;
and which are highly non-Gaussian random numbers. Note that because it is formed from increments of the fine Wiener
increments, e.g., dWi

l, and these also must satisfy DWi
m ¼

PN
k¼1dWi

mNþk�1, any sampling method for these integrals must re-
spect the correlations between Aij;m, and DWi

m and DWj
m. The sampling of these area integrals will be addressed in detail in

Section 4.
The Milstein scheme has the associated strong and weak errors [19]
DMilstY
i
m � DYi

m ¼
O Dt3=2
� �

�strong;

O Dt2
� �

�weak:

(

Note that the improvement in the error scaling for the Milstein scheme is for the strong error only.
Running this scheme for M time steps over a time duration T ¼ MDt K kbk2

.
kak2 yields the resulting errors (again from

the proof of Theorem 10.6.3 and from Theorem 14.6.1 of Ref. [19])
Yi
Milst;M � Yi

M ¼
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T
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The Milstein method is of interest for two reasons. It is the first in a hierarchy of higher-order methods for SDE’s. This
hierarchy includes schemes with improved (higher-order) weak convergence. Also, when used instead of the Euler–Maruy-
ama scheme as the underlying building block of Giles’ multi-(time-) level scheme [21], the resulting efficiency is significantly
improved, i.e., the computational complexity for a given overall error is significantly reduced.

Giles [21] gave a set of arguments, including a ‘‘complexity theorem,’’ which compares the expected asymptotic compu-
tational cost between single-level and multi-level Euler and Milstein schemes. Specifically, he argued that for a given RMS
error �, so that the mean squared error (MSE) is �2, for MC integration up to a given time, the computational complexity
(number of operations) scales dominantly as

� C ¼ O ð��3Þ for the single-level Euler–Maruyama and Milstein schemes,
� C ¼ O ð��2½log ��2Þ for the Euler–Maruyama-based multi-level scheme,
� C ¼ O ð��2Þ for the Milstein – or any higher-strong-order algorithm-based multi-level scheme.

Note that Giles argues [21] that going beyond the Milstein algorithm in a multi-level scheme (i.e., using an algorithm with
higher strong or weak order than the Milstein algorithm) does not result in any further improvement in the complexity vs.
error beyond the Milstein-based multilevel scheme.

Because of prior work in the plasma-physics literature on higher-order weak schemes, it is of interest to also apply Giles’
reasoning to a single-level scheme of arbitrary weak order. In order to achieve a MSE of order �2 optimally in a single-level
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MC scheme, both the square of the bias error and the variance should be of order �2. For an OðDtnÞweak MC scheme, the bias
error at a fixed end time versus Dt scales asymptotically as Dtn. Thus, the number of time steps scales as �1=n. The single-real-
ization variance is asymptotically independent of Dt, i.e., it scales as OðDt0Þ. Therefore the number of realizations (particles)
needed to reduce the variance to Oð�2Þ is of orderOð��2Þ. The complexity for a single-level calculation the product of the num-
ber of time steps and particles, i.e.,

� C ¼ Oð��ð2þ1=nÞÞ for the single-level, OðDtnÞ weak MC scheme.

This is consistent with Giles’ results for the single-level Euler–Maruyama and Milstein schemes. Thus, for example, a sin-
gle-level MC calculation using a second-order weak scheme will have computational complexity that scales asymptotically
as ��2:5. The multi-level schemes, including the Euler–Maruyama based scheme, are therefore expected to result in signifi-
cant efficiency improvements over single-level Monte-Carlo schemes, and the Milstein-based multi-level scheme has the po-
tential to be optimal among the various schemes.

We have implemented a 2-dimensional Multi-level Milstein scheme, using a representation and area-integral sampling
method developed in this paper, and preliminary results show the expected scaling of computational time with MSE [32].

3. Langevin equations and the Euler–Maruyama and Milstein schemes for the Coulomb-scattering test-particle
problem

In this section, we develop the SDE’s (Langevin equations) for the velocity expressed with the direction referenced to a
fixed (‘‘laboratory’’) frame, and which are consistent with the test-particle, isotropic-Maxwellian-background reduction of
Eq. (1). The Milstein discretization of the collisional Langevin equations will also given explicitly. Our formulation differs
from that in a widely used class of schemes [9,11,12], in which the angular-evolution steps are formulated in a frame aligned
with the velocity at the start of the step.

The drag and diffusion coefficients for test-particle Coulomb scattering in an isotropic Maxwellian distribution of field
particles, and which therefore correspond to the drag and diffusion coefficients that are effectively present in Eq. (1) were
calculated explicitly in terms of known standard functions (the error function) by Chandrasekhar [24] (for the similar case
of gravitational interactions), Spitzer [25] and Trubnikov [6]. Rosenbluth et al. [26] transformed Eq. (1) to spherical velocity
coordinates which are the speed v ;l ¼ cos h, where h is the angle with respect to some reference axial direction, and the
azimuthal angle u. They also gave an elegant expression of the drag and diffusion coefficients in terms of potential functions
that can be evaluated via a simple elliptic (Poisson-) equation solution. Trubnikov’s evaluation of the drag and diffusion coef-
ficients in Eq. (1) for the isotropic Maxwellian field-particle case [6] was through the evaluation of these potential functions.

The isotropy of the drag and diffusion coefficients is a useful simplifying feature of the present problem, which can be
viewed as a special case of the results of Ref. [26]. The test-particle equation can be obtained from Eqs. (19) and (31) of
Ref. [26] by fixing the field particle distribution in the potential functions g and h, effectively considering the field particles
to be a separate species that does not evolve, even when the field particles represent the same physical species as the test
particles. The main result of Ref. [26] (Eq. (31) of Ref. [26]) is for the case of azimuthally symmetric test- and field-particle
distributions. The corresponding result for general (non-axisymmetric) test-particle distribution, but still an azimuthally
symmetric field-particle distribution, is also easily obtained from Ref. [26] by keeping the S33 term given in Eq. (30) of
Ref. [26] in the evaluation of the terms in Eq. (22) of Ref. [26]. Doing so, and taking the field particles to be isotropic, so that
all of the partial derivatives of the potential functions g and h of Ref. [26] with respect to l are zero, gives
1
Ctf
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Here,
Ctf ¼
4pq2

t q2
f k

m2
t

;

where the subscripts t and f refer to test- and field-particle quantities, qt and qf are the test and field-particle masses mt is the
test-particle mass, and k is the Coulomb logarithm. The results of Ref. [26] can easily be generalized, if needed, to allow for
azimuthal (/) dependence in the potential functions g and h. These can be expressed using Trubnikov’s normalizations
gðvÞ ¼ �8pwf ðvÞ;

hðvÞ ¼ �4p 1þmt

mf

� �
uf ðvÞ;
where
wf vð Þ ¼ � 1
8p

Z
dv0ff v � v0j j;

uf vð Þ ¼ � 1
4p

Z
dv0ff v � v0j j�1

:



A.M. Dimits et al. / Journal of Computational Physics 242 (2013) 561–580 567
The functions wf and uf then satisfy the simple Poisson equations
r2
vwf ¼ uf ;

r2
vuf ¼ ff :
They are evaluated by Trubnikov for the Maxwellian case in Ref. [6] (Eqs. (17.5), (17.9), (17.22), (17.23), (15.9) therein). The
results are
gðvÞ ¼ nf v
U
x2 þ ðU� GÞ
� �

¼ 1
2

nf

ffiffiffi
2
p

v f U 2xþ 1
x

� �
þU0

� �
;

h vð Þ ¼ 1
2

1þmt

mf

� �
1
v2

@

@v v2 @g
@v

� �

¼ nf 1þmt

mf

� �
U
v :
Here, UðxÞ is the standard error function and G is the Chandrasekhar function
GðxÞ ¼ UðxÞ � xU0ðxÞ
2x2 :
Also, nf is the field-particle density, mt and mf the test and field-particle masses,
x ¼ lf v;

lf ¼
ffiffiffi
2
p

v f


 ��1
;

v f ¼
ffiffiffiffiffiffi
Tf

mf

s

and Tf is the field-particle temperature. The drag force Fd and the v and angular diffusion coefficients Dv and Da then follow
as
FdðvÞ ¼ �Ctf
@h
@v þ

1
v2

@g
@v

� �
¼ � AD

2v2 1þmt

mf

� �
2l2

f v
2 þ 1

� �
Gðlf vÞ �Uðlf vÞ

� �
; ð9Þ

DvðvÞ ¼
Ctf

2
@2g
@v2 ¼

AD

2v Gðlf vÞ; ð10Þ

DaðvÞ ¼
Ctf

2v3

@g
@v ¼

AD

4v3 ½Uðlf vÞ � Gðlf vÞ�; ð11Þ
where
AD ¼ 2nf Ctf ¼
8pnf q2

t q2
f k

m2
t

:

As discussed in Appendix A, these results agree with those of Ref. [11], which are based on the results of Refs. [24,25].
To obtain the appropriate SDE’s, one can proceed directly from Eqs. (8)–(11). Multiplying Eq. (8) by 2pv2, writing

f̂ t ¼ 2pv2ft , and taking the derivatives to the outside gives
@ f̂ t

@t

 !
c

¼ � @

@v FdðvÞ f̂ t

h i
þ @2

@v2 DvðvÞ f̂ t

h i
þ @

@l
2DaðvÞl f̂ t

h i
þ @2

@l2 DaðvÞ 1� l2� �
f̂ t

h i
þ @2

@/2

DaðvÞ
1� l2ð Þ f̂ t

� �
: ð12Þ
Eq. (12) is in the form of the Fokker–Planck equation for a 3-dimensional SDE system with drag and diffusion coefficients
that depend on the variables in the Ito-calculus. It is also the Fokker–Planck equation corresponding to forward explicit dis-
cretizations of this SDE, such as the Euler–Maruyama or Milstein schemes. The resulting SDE’s are
dvðtÞ ¼ Fd vð Þdt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2DvðvÞ

p
dWvðtÞ; ð13Þ

dlðtÞ ¼ �2DaðvÞldt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2DaðvÞ 1� l2ð Þ

q
dWlðtÞ; ð14Þ

d/ðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2DaðvÞ
1� l2ð Þ

s
dW/ðtÞ: ð15Þ
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We choose to normalize the velocity to v f , i.e., use v̂ ¼ v=v f as the velocity variable. This normalization is perhaps not the
most convenient for the argument of the error function and associated functions, but gives the 1D field-particle Maxwellian a
variance of 1. That is
FMfðv̂Þ ¼
1ffiffiffiffiffiffiffi
2p
p exp � v̂2

2

� �
:

Define a standard thermal field-particle collision rate mf by
mf ¼
4pnf q2

t q2
f k

m2
t v3

f

¼ AD

2v3
f

ð16Þ
and normalize the time by this rate, i.e., t̂ ¼ mf t. Then the resulting dimensionless equations are
dv̂ðt̂Þ ¼ F̂dðv̂Þdt̂ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2D̂vðv̂Þ

q
dWv ð̂tÞ; ð17Þ

dlðt̂Þ ¼ �2D̂aðv̂Þldt̂ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2D̂aðv̂Þð1� l2Þ

q
dWlðt̂Þ; ð18Þ

d/ð̂tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2D̂aðv̂Þ
ð1� l2Þ

s
dW/ð̂tÞ; ð19Þ
with the normalized (dimensionless) drag and diffusion coefficients
D̂vðv̂Þ ¼
DvðvÞ
mf v2

f

¼ 1
v̂ G

v̂ffiffiffi
2
p
� �

; ð20Þ

D̂aðv̂Þ ¼
DaðvÞ

mf
¼ 1

2v̂3 U
v̂ffiffiffi
2
p
� �

� G
v̂ffiffiffi
2
p
� �� �

: ð21Þ

F̂dðv̂Þ ¼
FdðvÞ
mf v f

¼ � 1þmt

mf

� �
v̂D̂vðv̂Þ þ 2v̂D̂aðv̂Þ: ð22Þ
In the remainder of this paper, we work in the normalized variables, and the carets are suppressed.
The Euler and Millstein schemes are next elaborated for the Langevin Coulomb collision operator. From Eqs. (17)–(19), we

can obtain the corresponding Euler and Milstein schemes by iterative Taylor expansion and retention of terms up to Oð
ffiffiffiffiffiffi
Dt
p
Þ

for Euler or OðDtÞ for Milstein:
Dv ¼ Fd0Dt þ
ffiffiffiffiffiffiffiffiffiffiffi
2Dv0

p
DWv þ jMD0v0

1
2
ðDW2

v � DtÞ; ð23Þ

Dl ¼ �2Da0l0Dt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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q
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; ð24Þ
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1� l2
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Al/

2
64

3
75; ð25Þ
where the coefficient jM ¼ 0 for Euler, and 1 for Milstein, and
Dt ¼ tiþ1 � ti;

Fd0 ¼ Fdðv0Þ;

v0 ¼ vðtiÞ;

l0 ¼ lðtiÞ;

Dv0 ¼ Dvðv0Þ;

D0v0 ¼ D0vðv0Þ; ð26Þ

Da0 ¼ Daðv0Þ;

D0a0 ¼ D0aðv0Þ;
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DWj ¼
Z tiþ1

ti

dWjðsÞ;

Ajl ¼
Z tiþ1

ti

dWlðsÞ
Z s

ti

dWjðnÞ
for j; l ¼ v ; l; /. Note that here, we have put the component indices, e.g., j in DWj as subscripts instead of as superscripts as
was done in Section 2, and that this does not cause a notational conflict because there is no time-index subscript in Eqs. (26).

4. Sampling and compounding area integrals

As noted in Section 2, multidimensional Milstein cases generally require sampling of the area integrals. These are highly
non-Gaussian random numbers, and their sampling needs to be done consistently with the associated Wiener
displacements.

Several methods have been developed for this sampling. One class of approaches is based on discrete representations
[19,27]. Kloeden and Platen [19, Section 5.8] consider the calculation of the area integrals via the truncation of a series that
results from a Fourier-series representation of the Wiener process, and showed that the mean square error in the resulting
samples scales as the inverse of the number of terms kept. Gaines and Lyons [27] developed a quadrature method based on
the summation of products of the Wiener-process increments, and showed that this method also had a similar scaling of the
mean square error with the number of terms. Thus, these discrete methods have an unfavorable scaling of computational
effort versus accuracy. The method of Ref. [27], however, has the advantage that it lends itself to an adaptive algorithm
(which was a key focus of that work), and both of the discrete approaches generalize in a straightforward way to integrals
of higher dimension which arise in schemes of higher strong order than the Milstein scheme.

For the standard two-dimensional area integrals that arise in the Milstein scheme, there is a body of theoretical work [28]
on the joint and conditional PDF’s of the area integral and the Wiener displacements that enables direct sampling methods.
One direct method for the sampling has been developed [29], which uses a 2-dimensional extension of a method due to
Marsaglia (see [29,30] and references therein) applied to the joint PDF. This method is direct and accurate and, unlike for
the discrete approaches, the computational effort is only very weakly dependent on the desired accuracy, but has perhaps
found somewhat limited use because 2-dimensional extension of Marsaglia’s method is somewhat involved.

Here, we propose and develop an alternative direct method, based on sampling the conditional density (instead of the joint
density) of the area integral given the Wiener increments. The appeal of this method is that once the Wiener increments
(which are normal random numbers) are obtained, the remaining conditional PDF of the area integral consistent with the
Wiener-increment values is a one-dimensional function of the area integral, and the sampling can be done with a standard
transformation method. We use an additional approximation, the accuracy of which we will quantify, to greatly simplify the
sampling. While small, the errors associated with this approximation, can easily be removed, if needed, through either a
rejection method [30] or by use of an accurate numerical tabulation of the PDF and a numerical transformation-method-
based sampling routine. Our method gives very good accuracy with a marginal cost for each sample comparable to sampling
an additional Gaussian random number.

In this section, we will work with normalized Wiener increments and area integrals to remove the explicit appearance of
the numerical time step Dt. Thus, we write DWiðDtÞ ¼

ffiffiffiffiffiffi
Dt
p

DŴi for i ¼ 1;2, where
DŴi � DWi 1ð Þ ¼
Z 1

0
dWi nð Þ
and A12ðDtÞ, e.g., as it arises in Eqs. (7), (24) or (25) is normalized as A12ðDtÞ ¼ DtÂ12, where
Â12 � A12 1ð Þ ¼
Z 1

0
W1 nð ÞdW2 nð Þ:
The carets will be removed in the remainder of this section.

4.1. Joint PDF of area integral and Gaussian displacements

The basic probability density function of interest is the joint probability density of DW1; DW2, and A12 which will be de-
noted as pJAðA12;DW1;DW2Þ. This is related to the conditional probability density of A12 given DW1 and
DW2; pcAðA12jDW1;DW2Þ by
pJAðA12;DW1;DW2Þ ¼ pcAðA12jDW1;DW2ÞpDWðDW1ÞpDWðDW2Þ;
where pDW is the probability density of the Wiener-process increments. The fundamental body of work that underlies the
sampling of these quantities [28] deals with the antisymmetric ‘‘Levy area,’’ which for the two-dimensional case can be de-
fined as the area included by the curve ðW1ðnÞ;W2ðnÞÞ, n 2 ½0;1� and its chord [28], i.e.,
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L12 �
1
2

Z 1

0
½W1ðnÞdW2ðnÞ �W2ðnÞdW1ðnÞ�
and is related to the area integrals by
L12 � A12 �
1
2

DW1DW2 ¼
1
2

DW1DW2 � A21: ð27Þ
Thus, for example,
pcAðA12jDW1;DW2Þ ¼ pcL A12 �
1
2

DW1DW2

� ����DW1;DW2

�
;

where pcLðL12jDW1;DW2Þ is the conditional probability density of L12 given DW1 and DW2.
Levy [28] showed that pcLðL12jDW1;DW2Þ depends on DW1 and DW2 only through the combination R �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DW2

1 þ DW2
2

q
,

i.e., pcLðL12jDW1;DW2Þ ¼ pcLðL12jRÞ, and its characteristic function is given by
/cLðkjRÞ ¼ hexpð�ikLÞijR ¼
k=2

sinhðk=2Þ exp
R2

2
1� k=2ð Þ cosh k=2ð Þ

sinh k=2ð Þ

� �( )
ð28Þ
and that the corresponding (1-point unconditional) characteristic function of L is
/LðkÞ � hexpð�ikLÞi ¼ 1
cosh ðk=2Þ :
Plots of /cLðkjRÞ are shown in Fig. 2.
The PDF’s can be obtained easily from the their characteristic functions by direct (numerical) Fourier integration, using an

integration path on the real axis, as the resulting integrands are nonsingular, smooth, bounded and approach zero rapidly for
large jkj. (Also, note that it is straightforward to use discrete Fourier transforms on a sufficiently large interval and suffi-
ciently many points to evaluate such integrals over a wide range of L.)

The corresponding conditional and unconditional PDF’s for L are then given by
pcLðLjDW1;DW2Þ ¼ pcLðLjRÞ;
where
pcLðLjRÞ
pLðLÞ

� �
¼ 1

2p

Z
/cLðkjRÞ
/LðkÞ

� �
expð�ikLÞdk: ð29Þ
This gives
pLðLÞ ¼
1

cosh ðpLÞ :
The joint PDF pJLðL;RÞ is given by
pJLðL;RÞ ¼ pcLðLjRÞpRðRÞ;
where pRðRÞ is the PDF of R
(a) Line plot /cLðkjRÞ vs. k for R ¼ 0:0;0:5;1:0; . . . ;3:0. The wider curves are for smaller R, and the narrower curves are for larger R. (b) Contour plot of
vs. R and k.
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pRðRÞ ¼ R exp
�R2

2

 !
:

The results for pcLðLjRÞ and pJLðL;RÞ are not available in as simple a form as for pLðLÞ, but can be obtained to any desired accu-
racy by direct numerical evaluation of Eq. (29). Plots of these functions are shown in Fig. 3.

As discussed above, the quantity of interest for the multidimensional Milstein schemes is the area integral A, rather than
L. It is therefore of interest to calculate and plot various 1- and 2-dimensional joint PDF’s involving A that can be compared
with empirical PDF’s resulting from any number generators used to generate A, even though the joint PDF pJAðA12;DW1;DW2Þ
is fundamentally 3-dimensional.

One such PDF of interest is the joint PDF pJAðA12;RÞ, which can be obtained by putting
DW1 ¼ R cos h;

DW2 ¼ R sin h
and averaging over the angle h.
The characteristic function of the conditional PDF of A given R is
/cAðkjRÞ � hexpð�ikAÞijR ¼ J0ðkR2
=4Þ k=2

sinhðk=2Þ exp
R2

2
1� ðk=2Þ cosh ðk=2Þ

sinh ðk=2Þ

� �( )
; ð30Þ
where J0 denotes the Bessel function of order zero. Again, this can be used to calculate pJAðA12;RÞ via direct numerical Fourier
inversion. The result is shown in Fig. 4.

Finally, this relation can be used to obtain the (unconditional) characteristic function of A, by integrating over R.
/AðkÞ � hexpð�ikAÞi ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cosh ðkÞ

p :
The results for /LðkÞ and /AðkÞ can be Fourier inverted to give the corresponding PDF’s. For pLðLÞ we have
pLðLÞ ¼
1

cosh ðpLÞ :
pAðAÞ can be expressed in terms of Gamma functions of complex argument, but the direct numerical Fourier inversion is easy
and accurate and, combined with asymptotic analysis of the Fourier integral representation, is more useful than the Gamma-
function representation.

4.2. Approximations and simple numerical generator for A

pcLðLjRÞ has an exact closed-form analytical expression for R ¼ 0,
p0LðLÞ � pcLðLjR ¼ 0Þ ¼ p
2

1

cosh2ðL=2Þ
: ð31Þ
For large R, an approximate saddle-point evaluation gives
(a) (b)

Contour plots of (a) the conditional PDF pcLðLjRÞ and (b) the joint PDF pJLðL;RÞ vs. R and L from semianalytical calculations (i.e., numerical Fourier
n of the analytically calculated characteristic function from Eq. (28)).



Fig. 4. Contour plot of the joint PDF pJAðA;RÞ vs. R and A from semianalytical calculation using Eq. (30).
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pcLðLjRÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
p

6
1þ R2

� �s
exp � 6

1þ R2

� �
L2

� �
: ð32Þ
This is compared with a direct numerical evaluation of pcLðLjRÞ in Fig. 5 where it is seen that the large-R approximation gives
good agreement with the numerical result for R J 2:5, while the agreement becomes less satisfactory for smaller R.

In devising a sampling algorithm it is useful to note that the region of greatest probability of the joint PDF pJLðL;RÞ is heav-
ily influenced by the PDF of R, for which most of the probability lies in the region R K 3. A useful approximation can be found
based on the above result for p0LðLÞ ¼ pcLðLjR ¼ 0Þ. If we define a function sðRÞ � pcLðL ¼ 0jRÞ, then a useful approximation is
pcLðLjRÞ � pcanLðLjRÞ ¼ sðRÞp0LðsðRÞLÞ: ð33Þ
A comparison between pcan LðLjRÞ and pcLðLjRÞ using 1D plots is shown in Fig. 6.
A more global view can be obtained from 2D plots of the errors in the ðR; LÞ plane. The relative error pcLðLjRÞ=pcan LðLjRÞ � 1

and absolute error in the resulting joint PDF pJan LðL;RÞ � pcan LðLjRÞpRðRÞ, pJan LðL;RÞ � pJLðL;RÞ are shown in Fig. 7. To put the
absolute error in pJan LðL;RÞ shown in the second frame of Fig. 7 in perspective, note that the maximum value of pJLðL;RÞ is
approximately 0.7, as shown in the second frame of Fig. 3.

A particularly useful aspect of Eq. (33) is that the inverse of its integral (distribution function), which is the function
needed for sampling L can be obtained analytically in closed form. The resulting sampling function is
LRðRÞ ¼
sðRÞ
2p

log
r

1� r


 �
; ð34Þ
where r a random number uniformly distribute between 0 and 1. Furthermore, a good analytical fit to sðRÞ is
sðRÞ � saðRÞ ¼ ½1þ ð1:13663	 RÞ2:27�1=2:27
:

A comparison of saðRÞ with sðRÞ is shown in Fig. 8. saðRÞ can be used instead of sðRÞ in Eq. (34).
Fig. 5. Comparison of pcLðLjRÞ with large-R approximation for R ¼ 0 (narrow, tall curves), 2.5, and 5 (wide, low curves).



Fig. 6. Comparison between pcan LðLjRÞ and pLðLjRÞ for R ¼ 0 (narrow, tall curves), 1:0, 2:0, and 3:0 (wide, low curves).

(a) (b)

Fig. 7. Contour plots of (a) relative error in pcan LðLjRÞ and (b) absolute error in pJan LðL;RÞ vs. R and L.
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The analytical expressions are useful for initial implementations and checks. For numerical sampling, rather than using
the analytical formulas directly, it is much more computationally efficient to form tables from suitable analytical expressions
or numerical computations, and to use interpolation from the resulting tables.

A property of pcan LðLjRÞ that is suggested by Fig. 6 and is clear from the asymptotic expressions Eqs. (31) and (32) is that
for large L; pcan LðLjRÞ decreases with L as slowly or more slowly than pLðLjRÞ. Because of this, our sampling method can be
made more accurate if needed by using a rejection method [30] with bpcan LðLjRÞ, where b � 1, as a comparison function. From
Fig. 8. Comparison of saðRÞ (analytical approximation) with (actual) sðRÞ.
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Figs. 6 and 7 it is evident that the fraction of rejected samples in such a method will be small, so that the refined sampling
method will not be significantly more computationally expensive than the unrefined method.

4.3. Results from numerical generators

A numerical generator based on Eq. (34) for the triplets ðDW1;DW2; L12Þ and hence, via Eq. (27), for the triplets
ðDW1;DW2;A12Þ has been written. The contour plot of the resulting empirical pJLðL;RÞ from the numerical generator, for
2	 105 points in ðR; LÞ space, is shown in Fig. 9. This plot shows excellent agreement with the near-exact semi-analytical
result of Fig. 3(b), apart from the expected statistical fluctuations in Fig. 9 due to the finite number of samples. A more quan-
titative view of the excellent level of agreement is given by the 1-dimensional plots of empirical and semi-analytical curves
for pLðLÞ in Fig. 11.

The empirically generated pJAðA;RÞ is shown in Fig. 10. Again, apart from the expected statistical fluctuations, this plot
shows excellent agreement with the corresponding semi-analytical result shown in Fig. 4. The 1-dimensional plots of empir-
ical and semi-analytical curves for pAðAÞ in Fig. 11 also show the excellent agreement.

4.4. Compounding of area integrals

In order to carry out error scaling studies involving discretizations using different time steps of the same underlying sto-
chastic path (solution of a stochastic ODE), the ODE integrator must use random numbers at the coarser time levels that are
suitably compounded from those used at the finer time levels. For the Gaussian random displacements, this compounding is
simply addition of the displacements followed by a suitable normalization. Thus, if WlðtÞ is a Wiener process associated with
random vector component l; djWl �

R tj
tj�1

dWlðsÞ is the jth Gaussian displacement over the time interval of length dt; ½tj�1; tj�,
where tj ¼ tj�1 þ dt, and DWl �

R Dt
0 dWlðsÞ, where Dt ¼ ndt, then a suitable compounding for use in the ODE discretization is

simply
Fig. 9. Plot of pJLðL;RÞ vs. R and L for numbers produced by the numerical generator.

Fig. 10. Plot of pJAðA;RÞ vs. R and A for numbers produced by the numerical generator.



Fig. 11. pLðLÞ and pAðAÞ, from semianalytical calculations, from the Levy-area/area-integral generator directly, and from compounded sets of numbers. There
are three curves each for pLðLÞ (upper set of curves) and pAðAÞ, (lower set of curves).
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DWl ¼
Xn

j¼1

djWl:
An alternative is to use displacements with unit variance at each time level. Thus, for example,
djWl ¼
ffiffiffiffiffi
dt
p

djŴ l;

DWl ¼
ffiffiffiffiffiffi
Dt
p

DŴl:
Then it follows that
DŴl ¼
1ffiffiffi
n
p

Xn

j¼1

djŴ l:
The corresponding compounding of the area integrals follows straightforwardly. If
dA12;j ¼
Z tj

tj�1

dW1ðgÞ
Z g

tj�1

dW2ðnÞ
and
DA12 ¼
Z Dt

0
dW1ðgÞ

Z g

0
dW2ðnÞ;
then
DA12 ¼
Xn

i¼1

diW1

Xi�1

j¼1

djW2 þ dA12;i

 !
:

This is illustrated in Fig. 12. Note that when the compounding is implemented as per this formula, the number of operations
scales as n, not as n2.

In the alternative normalization, if
dÂ12;j ¼
1
dt

dA12;j;

DÂ12 ¼
1
Dt

DA12;
then
DÂ12 ¼
1
n

Xn

i¼1

diŴ1

Xi�1

j¼1

djŴ2 þ dÂ12;i

 !
:

This compounding has been implemented. Fig. 11 shows the 1D PDF’s pLðLÞ and pAðAÞ from the semi-analytical calcula-
tions, from the number generator directly, and from compounded sets of numbers. Here again, 9	 104 sets of numbers are
produced by the generator. The compounding in the results shown combines numbers from sets of 5 timesteps.



Fig. 12. Composition of area integral for n ¼ 6.
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Fig. 13 shows 2D PDF’s pJLðL;RÞ and pJAðA;RÞ, from the compounded sets of numbers. Although the 2D plots are somewhat
noisy (they are densities produced from 4	 104 points, these plots show good agreement with Figs. 3, 9, 4, and 10.
5. Results from numerical implementation

A program based on the methods discussed in the previous sections has been written to solve the two-dimensional ver-
sion of the Coulomb-collision Langevin equations, Eqs. (17) and (18) via the Euler–Maruyama and Milstein schemes, as given
by Eqs. (23) and (24).

For the evaluation of the values of Dv ðvÞ and DaðvÞ of Eqs. (20) and (21) at the particle speed v, we use cubic-spline inter-
polation between accurately computed, tabulated values of these quantities at a set of (equally spaced) nodes. For the coef-
ficients in the Milstein scheme we will also need the quantities D0v ðvÞ and D0aðvÞ, and these are also easily available from the
spline-interpolation routines. While some simple analytical fits are available for the drag and diffusion coefficients of Eqs.
(9)–(11) (see, e.g., Refs. [10,12]), we use table-interpolation-based routines because they are at least equally efficient and
more accurate than inline numerical evaluation of the analytical fits. The tables themselves need to be precalculated only
once, and this can be done with almost any desired degree of accuracy and nodal density. Furthermore, the computations
involved in an optimized spline interpolation using equally spaced nodes are as efficient as the evaluation of the analytical
fits, and more efficient than the evaluation of improved fits that use non-integer powers. For the Milstein-algorithm compu-
tations, we use the sampling and compounding methods described and demonstrated in the previous section.

The values of v from two sample trajectories, evolved with the Milstein algorithm and with a variety of time step values,
were shown in Fig. 1. In the remainder of this section, we show other results from this implementation. We will first show a
(a) (b)

Fig. 13. 2D PDF’s pJLðL;RÞ and pJAðA;RÞ, from the compounded sets of numbers.
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check that the correct averaged phase-space density is obtained in a simple and important test situation, and then that the
Milstein algorithm gives the expected improvement in the scaling of the strong error over the Euler–Maruyama algorithm.

Fig. 14 shows the phase-space density ensemble of 105 particles at t ¼ 0 and 4 evolved from an isotropic Maxwellian with
temperature equal to that of the background (which appears in the calculation of DaðvÞ; DvðvÞ and FdðvÞ), with the Milstein
and Euler–Maruyama schemes. The initial condition is a set of 105 samples from a three-dimensional isotropic Maxwellian
distribution with temperature equal to the field-particle temperature. As is seen from Fig. 1, each trajectory undergoes sig-
nificant evolution over times of order 1. Nevertheless, no discernible evolution of the phase space density beyond statistical
fluctuations is seen in Fig. 14. This test is consistent with the correctness of the basic model equations and (both Euler–Mar-
uyama and Milstein) discretizations. Furthermore the lack of evolution of the v dependence of the phase space density is
confirmation that the calculations (tabulation and interpolation) of the diffusion and drag coefficients DaðvÞ; Dv ðvÞ and
FdðvÞ, are accurate at least in that the relevant Einstein relations [31] (i.e., the relations between these quantities required
to yield the correct equilibrium phase-space density) are well satisfied. Further tests of the average behavior of large groups
of particles, and which quantify the accuracy of calculations of specific observables (or ‘‘payoffs’’ [19,21], as they are referred
to in the financial mathematics literature) are underway and will be reported as a part of work on weak error properties and
multi-level schemes based upon the present work [32].

Results on strong convergence for the two-dimensional v � l Langevin Coulomb collision operator will now be shown
and discussed. As described in the introduction (Eq. (2) and the associated discussion), the strong convergence studies that
will be shown here examine differences for the same underlying trajectory between variable values, in particular the end-
point values, from computations done with different time-step values. The mean-squared or RMS values of these differences
averaged over an ensemble of trajectories give a measure of the strong convergence rate and are of direct importance for the
use of the Milstein and Euler–Maruyama algorithms in Giles’ multilevel-Monte-Carlo schemes [21].

Fig. 15 shows estimates of the strong errors in v in the solution versus Dt. These estimates are averages over a small
ensemble of 100 realizations (trajectories) of the absolute values of the difference between the end point value for a given
realization and time step, and the end-point value for the same realization run with the finest time step in the factor 3j se-
quence of runs. There are three sets of points on each of the plots: Euler–Maruyama, ‘‘diagonal Milstein’’ (i.e., Milstein with
Fig. 14. Phase-space density versus (a) v and (b) l at t ¼ 0 and 4 for an ensemble of 105 particles evolved with the Milstein and Euler–Maruyama schemes
using a time step value of 4	 3�4. The initial condition is a set of 105 samples from a three-dimensional isotropic Maxwellian distribution with temperature
equal to the field-particle temperature.

Fig. 15. RMS error in solution for v vs. time step for Euler, diagonal Milstein – i.e., without area integral term, and full Milstein, for (a) tend ¼ 0:02 and (b)
tend ¼ 0:4.
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only diagonal terms and no area integral term), and full Milstein with the area integral term included. These plots show the
expected OðDt1=2Þ scaling of the error for the Euler–Maruyama scheme and OðDtÞ for both the diagonal and full Milstein
schemes. The diagonal-Milstein and full-Milstein results are identical, which is to be expected because the evolution of v
given by Eq. (23) is independent of l and is unaffected by the area-integral term in Eq. (24).

Fig. 16 shows estimates of the strong errors in l in the solution versus Dt, defined analogously to those for v and for the
same computational run as in Fig. 15. Again, each plot has a set of points for each of the Euler–Maruyama, diagonal Milstein,
and full Milstein schemes. The scaling of this error is OðDt1=2Þ for both the Euler–Maruyama and diagonal Milstein schemes,
and OðDtÞ for full Milstein scheme. These results show (a) that the full Milstein scheme achieves the expected improvement
in the scaling of the strong error in l and (b) while the diagonal Milstein term in Eq. (24) has an effect on the l evolution, it is
insufficient to give improved strong error scaling. To achieve the benefit of the Milstein scheme for the l evolution, the area-
integral term in Eq. (24) must also be kept.
6. Summary and discussion

We have developed, implemented, and demonstrated the improved convergence of an extension of Langevin-equation
Monte-Carlo algorithms for Coulomb collisions from the conventional Euler–Maruyama time integration to the next higher
order of accuracy, the Milstein scheme. Results from the numerical implementation show the expected improvement [OðDtÞ
vs. OðDt1=2Þ] in the strong convergence rate both for the speed (jvj) and angular components of the scattering. An important
result is that this improved convergence is achieved for the angular component of the scattering if and only if the ‘‘area-inte-
gral’’ terms in the Milstein scheme are included.

The resulting Milstein scheme is of value both as a step towards algorithms with improved accuracy and efficiency either
directly through algorithms with improved convergence in the averages (weak convergence) or as a building block for multi-
time-level schemes [21]. The latter have been shown to give greatly reduced cost for a given overall error level compared
with conventional Monte-Carlo schemes, and their performance is improved considerably when the Milstein algorithm is
used for the underlying time advance versus the Euler–Maruyama algorithm.

A key aspect of the extension is that it proceeds via a formulation of the angular scattering directly as SDE’s in the fixed-
frame spherical-coordinate velocity variables. We have attempted a Milstein extension of the quite widely used class of
schemes [9,11,12] in which the angular step is formulated in a frame aligned with the velocity at the start of the step. This
extension is partially successful in that improved strong convergence for the speed v is easily obtained. However, we have
not succeeded in obtaining improved strong convergence for the angular component(s) of the scattering. We have traced this
difficulty to the fact that, while the Milstein extension of a single velocity step is straightforward, the aggregation of such
steps also involves the rotation of the coordinate system between applications of the velocity steps. Various choices are pos-
sible for the choice of orientation of the unit vectors/axes perpendicular to the velocity direction. Examples of such choices
include choosing one of the perpendicular unit vectors to be (a) perpendicular to the velocity direction and a fixed plane or
(b), in therh direction where h is the polar angle with respect to a fixed frame or (c) rotating the system of three orthogonal
unit vectors as a rigid body about a single axis. None of these choices yields a scaling of the error in the angular component of
the scattering that is faster than that for the Euler–Maruyama scheme.

We have also developed a new method for sampling the area integrals which is a simplification of an earlier direct meth-
od by Gaines and Lyons [29] and which retains high accuracy. This method is useful in its own right because of its relative
simplicity compared with the method of Ref. [29]. We expect our method to be useful also for other applications that
benefit from Milstein and higher-order strong schemes, including chemical physics and financial modeling. Our method is
also expected to considerably reduce the computational requirements for the sampling of the area integrals that is needed
for adaptive strong integration. For adaptive integration (as opposed to the error scaling tests reported here), the random
Fig. 16. RMS error in solution for l vs. time step for Euler, diagonal Milstein, and full Milstein, for (a) tend ¼ 0:02 and (b) tend ¼ 0:4.
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numbers must be conditionally sampled at a finer (time-step) level, given the corresponding numbers at the coarser level.
For the Gaussian displacements, this conditional sampling is straightforward. For a multi-dimensional Milstein integrator,
one needs to sample the finer triplets of the two Gaussian Wiener displacements and area integral given the triplets asso-
ciated with the coarser time step. A method for doing this based on quadrature formulas has been given by Gaines and Lyons
[27], but a direct method is also possible and is expected to be much cheaper computationally for a given level of accuracy.
Such a direct sampling based on the full conditional PDF of Eqs. (28) and (29) involves a 4-dimensional sampling function. If
the conditional sampling is instead based on our approximate form given in Eq. (34), the dimensionality of the conditional
sampling function is reduced to 3 [33]. This reduction from 4 to 3 dimensions represents a significant reduction in the com-
putational memory requirement for an accurate tabulation of the conditional sampling function. Finally, we note that in a
system of SDE’s such as that of Eq. (7) of dimensionality D, there are in general DðD� 1Þ=2 distinct Levy areas, and these
are not independent of each other. Gaines and Lyons [29] outline a method for generating the Levy areas for the case of gen-
eral D given a direct procedure for the D = 2 (single-Levy-area) case. This method, additionally, requires the generation of a
random D	 D rotation matrix, i.e., element of the orthogonal group OD. Straightforward methods for doing the latter are
given, for example, in Ref. [34].
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Appendix A. Consistency of Eqs. (9)–(12) with the work of Lemons et al. [11]

Here, some of the details of the comparison of Eqs. (9)–(12) with work of Lemons et al. [11] are given. Eqs. (4a) and (4c) of
Ref. [11] are the (stochastic differential) equations of motion for the test particle, expressed in terms of its speed v and polar
angle h with respect to a polar axis oriented in the current direction of the velocity:
dvðtÞ ¼ �b vð Þvdt þ
ffiffiffiffiffi
d2

p
dWvðtÞ; ð35Þ

dhðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2c vð Þ

p
dWhðtÞ: ð36Þ
A slightly different normalization of the quantities is used here than in Ref. [11], with Wv ðtÞ and WhðtÞ being independent
Wiener processes with the normalization as given by Eq. (5). Eqs. (17b) and (17c) of Lemons et al. give respectively the drag
and diffusion coefficients for the particle speed (magnitude of the velocity), (17a) is the equation for the angular diffusion
coefficient, and
bðvÞ ¼ AD

2v3 1þmt

mf

� �
2l2

f v
2 þ 1

� �
Gðlf vÞ �Uðlf vÞ

� �
; ð37Þ

d2ðvÞ ¼ ADGðlf vÞ
v ;

c vð Þ ¼ AD

2v3 ½Uðlf vÞ � Gðlf vÞ�: ð38Þ
A derivation of Eq. (37) that is perhaps slightly more direct than, but is equivalent to, that of Lemons et. al. is the follow-
ing. We can express the change dv ¼ v t þ dtð Þ � vðtÞ in the particle speed v over a time dt in terms of the change
dv ¼ v t þ dtð Þ � vðtÞ in its velocity v up to second order as
dv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðv þ dvÞ2

q
� v � v̂ � dv þ 1

2v dv � ðI� v̂v̂Þ � dv;
where v̂ � v=v is the unit vector in the direction of v̂ and I is the 3-dimensional unit tensor. It follows that
hdvi ¼ v̂ � hdvi þ 1
2v ðI� v̂v̂Þ : hdvdvi ð39Þ

¼ hdvki þ
1

2v hdv2
?i: ð40Þ
Eq. (37) then follows from Eqs. (5a) and (5c) of Lemons et al. and Eq. (40).
Note that in the statement of the algorithm of Ref. [11], h represents the polar angle with respect to an axis that is oriented

in the direction of the test particle velocity at the beginning of each time step. Eq. (36) is therefore not the SDE corresponding
to the polar-angle diffusion term in Eq. (8).
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