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The analysis of criminal behavior with mathematical tools is a fairly new idea, but one which can
be used to obtain insight on the dynamics of crime. In a recent work,34 Short et al. developed an

agent-based stochastic model for the dynamics of residential burglaries. This model produces the

right qualitative behavior, that is, the existence of spatio-temporal collections of criminal

activities or \hotspots", which have been observed in residential burglary data. In this paper, we
prove local existence and uniqueness of solutions to the continuum version of this model, a

coupled system of partial di®erential equations, as well as a continuation argument. Further-

more, we compare this PDE model with a generalized version of the Keller�Segel model for

chemotaxis as a ¯rst step to understanding possible conditions for global existence versus blow-
up of the solutions in ¯nite time.
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1. Introduction

The study of crime hardly needs motivation, it is a phenomenon that a®ects all

individuals. The city of Los Angeles, nicknamed the \Gang Capital of the Nation",

is of particular interest. Violent and non-violent crimes from burglaries to drive-

by-shootings have a®ected the citizens of this city since the beginning of the 20th

century. One of the most frequently occurring crimes is residential burglaries, a crime

which will a®ect most people at some point. The observation that residential bur-

glaries are not spatially homogeneously distributed and that certain neighborhoods

have more propensity to crime than others led Short et al. to study the dynamics

of residential burglary hotspots.34 A hotspot is a spatio-temporal aggregation of crim-

inal occurrences and the understanding of how they evolve can be extremely useful.
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For example, it can help the police force mobilize their resources optimally. This would

ideally lead to the reduction or even elimination of these crime hotspots. A theoretical

understanding of dynamics of hotspots would help predict how these hotspots will

change and thus aid law enforcement agencies ¯ght crime.

Short et al. modeled the dynamics of hotspots using an agent-based statistical

model based on the \broken window" sociological e®ect.38 The idea of the \broken

window" e®ect is that crime in an area leads to more crime. It has been observed in

the residential burglary data that houses which are burglarized have an increased

probability of being burglarized again for some period of time after the initial bur-

glary. This increased probability of burglary also a®ects neighboring houses and is

referred to as the \repeat near-repeat e®ect".2,25�27 The model is based on the

assumption that criminal agents are walking randomly on a two-dimensional lattice

and committing burglaries when encountering an opportunity. Furthermore, there is

an attractiveness value assigned to every house, which refers to how easily the house

can be burgled with reduced negative consequences for the criminal agent. The

criminal agents, in addition to walking randomly, have a biased movement toward

areas of high attractiveness values and move with a speed inversely proportional to

the value in their current position. Let Aðx; tÞ and �ðx; tÞ be the attractiveness value
and the criminal density at position x and time t respectively, then the continuum

limit of the agent-based model gives the following PDE model:

@A

@t
¼ ��A�AþA�þ Ao; ð1:1aÞ

@�

@t
¼ ��� 2r � ½�r�ðAÞ� þ B � A�; ð1:1bÞ

where �ðAÞ ¼ logðAÞ. A formal derivation of this model can be found in Ref. 34.

From (1.1) we observe that criminal agents are being created at a constant rate B

and are removed from the model when a burglary is committed. In essence, the

number of burglaries being committed at time t and location x is given by the

Aðx; tÞ�ðx; tÞ. Furthermore, the attractiveness value increases with each burglary. As

we will discuss later the system (1.1) can be seen as a nonlinear version of the

Keller�Segel model for chemotaxis with growth and decay. The Keller�Segel model

is a reaction�di®usion system thatmodels themovement of somemobile species which

is being in°uenced by an external chemo-attractant.5,9,12,22,37,35 In the Keller�Segel

model literature the function �ðAÞ is referred to as the sensitivity function. Various

forms of the sensitivity function have been analyzed including logðAÞ and A.30,33 For

these cases global existence has been proved in one dimension.8,32 Furthermore, in two

dimensions global existence has been proved for small enough initial mass of the cell

density.4,6 It is important to note that these models do not include growth or decay.

Although the logarithmic sensitivity function has been analyzed, most of the research

done on the Keller�Segel model has been for �ðAÞ ¼ A. Recall that the model (1.1) is

the continuum limit of a discrete agent-based model. In the discrete model the

probability of an agent moving from node s to node n is given by the ratio of the
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attractiveness value at node n over the sum of attractiveness values of the neighboring

nodes of node s. This gives the logarithmic sensitivity function we see in (1.1).

Therefore, it makes sense in this case to analyze the more complicated sensitivity

function. In fact, we will see later that the term 1=A in the advective term helps

prevent blow-up.

From the numerical analysis performed in Ref. 34 this model seems to have

appropriate qualitative properties, i.e. existence of hotspots. However, to show that

this model is truly robust, the unique existence of a solution, which does not blow-up

in ¯nite time, is essential. The main result of this paper is the local existence of a

solution in addition to a continuation argument, which gives a necessary and su±-

cient condition for global existence. Assuming that the criminals entering the city

and the criminal leaving are approximately the same, we consider no-°ux boundary

condition in a bounded domain � � R2:

@A

@�

����
@�

¼ 0 and �r�þ 2
�

A
rA

� �
� º
���
@�

¼ 0; ð1:2Þ

where � is the outer normal vector. The initial conditions are given by:

Að0;xÞ ¼ A0ðxÞ;
�ð0;xÞ ¼ �0ðxÞ:

ð1:3Þ

The paper is organized as follows. In Sec. 2, we state notation and existing theory to

be used for the proof of the main result. Simultaneously, we give an outline of the

proof. In Sec. 3, we prove the existence and uniqueness of a family of solutions to a

regularized version of the original model. Following, in Sec. 4, we look at a priori

higher-order energy estimates that enable us to pass to the limit and prove the ¯nal

result. Section 5 is devoted to proving a continuation argument. In Sec. 6, we look at

a generalized version of the Keller�Segel model for chemotaxis and compare it with

the PDE model for residential burglaries. In this section we also prove a blow-up

argument for a modi¯ed residential burglary model. We conclude this paper in Sec. 7

with a ¯nal discussion.

2. Notation and Proof Outline of Main Result

We begin this section by establishing the notation that will be used throughout the

paper. The proof of the main result follows the techniques used in Ref. 31 for the

Navier�Stokes equation in 3D (see also Ref. 36 Taylor for symmetric hyperbolic

systems). In the Keller�Segel literature, there are two principal methods used to

prove global existence of solutions to various versions of the model.23 The ¯rst one

involves ¯nding L1 estimates for the advection term. The second method involves

¯nding a Lyapunov function. Both of these methods use ¯xed point theory to obtain

local solutions. Since we do not know of the existence of a Lyapunov function for

(1.1), our method is more closely related to the ¯rst method mentioned. We use an
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abstract version of Picard's theorem for ODEs to obtain a local solution to (1.1). We

will see that global existence will depend on some L1 estimates.

2.1. Notation

We have an initial-boundary value problem with no-°ux boundary conditions. For

simplicity assume that our domain is a square. This problem can be mapped into the

periodic problem with symmetry on a domain four times the size of the original

domain. This is true provided that Ao and the initial data satisfy re°ection sym-

metry, in which case the model preserves symmetry. Hence, from now on we work

with periodic boundary conditions and � ¼ T2 unless otherwise speci¯ed. It is useful

to de¯ne the following notation: Z
vdx ¼

Z
�

vdx;

jjvjj 20 ¼
Z
�

v2dx:

Furthermore, for a multi-index � ¼ ð�1; �2; . . . ; �NÞ, �i 2 Zþ [ f0g, we de¯ne the

Hmð�Þ-norm as follows:

jjvjjm ¼
X
j�j�m

jjD�vjj20

0
@

1
A 1

2

:

Finally, we de¯ne the spaces with their corresponding norms to be used:

. For X a Banach space with norm jj � jjX, Cð½0;T �;XÞ is the space of continuous

functions mapping ½0;T � into X. This space has the following norm:

jjvjjCð½0;T �;XÞ :¼ sup
0�t�T

jjvjjX:

. L1ð0;T ;XÞ is the space of functions such that vðtÞ 2 X for a.e. t 2 ð0;T Þ has ¯nite
norm:

jjvjjL1ð0;T ;XÞ :¼ ess sup
t2ð0;T Þ

jjvðtÞjjX:

. L2ð0;T ;XÞ is the space of functions such that vðtÞ 2 X for a.e. t 2 ð0;T Þ with ¯nite

norm:

jjvjjL2ð0;T ;XÞ :¼
Z T

0

jjvðtÞjj2Xdt
� �1

2

:

De¯nition 2.1. The space Cweakð½0;T �;Hsð�ÞÞ denotes continuity on the interval

½0;T � with values in the weak topology of Hs. In other words, for any ¯xed � 2 Hs,

ð�;uðtÞÞs is a continuous scalar function on ½0;T �. The inner-product of Hs is
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given by

ðu; vÞs ¼
X
��s

Z
D�u �D�vdx: ð2:1Þ

The Hilbert spaces we will be working on for most of the time is:

V m ¼ fðu; vÞ 2 Hmð�Þ �Hmð�Þg: ð2:2Þ
Since we are working extensively with di®erent bounds and the constants are not

always important, we introduce the notation A.B to mean that there exists a

positive constant c such that A � cB. This notation will be used when the constants

are irrelevant and become tedious.

2.2. Main result and outline of its proof

Our main contribution is to prove local existence and uniqueness of solutions to the

system (1.1). More precisely, we prove the following theorem.

Theorem 2.1. (Local existence of solutions to the PDE residential burglaries

model) Given initial conditions ðA0ðxÞ; �0ðxÞÞ 2 V m for m > 3 such that A0ðxÞ > Ao

there exists a positive time, T > 0, such that A; � 2 Cð½0;T �;C 2ð�ÞÞ \ C 1ð½0;T �;
Cð�ÞÞ form a unique solution to (1.1) on the time interval ½0;T �.

We ¯rst modify the system (1.1) by regularizing it, for the purpose of bounding

di®erential operators in Sobolev spaces. This is useful because ¯nding a family of

solutions to the regularized system is straightforward. Given v 2 LpðT2Þ for 1 � p � 1
we de¯ne the molli¯cation of v by

J�vðxÞ ¼
X
k2Z 2

v̂ðkÞe�� 2jkj2þ2�ik�x; ð2:3Þ

where v̂ðkÞ ¼ R
�
vðxÞe�2�ik�xdx. The molli¯ed function, J�v�, has many useful proper-

ties, some of which are summarized in the following lemma. For more details we refer

the reader to Ref. 3. Furthermore, a proof can be found in Ref. 18. We note that this is

analogous to molli¯cation by convolution with smooth functions in R2. The interested

reader is referred to Ref. 16.

Lemma 2.1. (Properties of molli¯ers) Let J� be a molli¯er de¯ned in (2.3). Then

J�v 2 C1 and has the following properties:

(1) 8 v 2 C 1ð�Þ J�v ! v uniformly and

jJ�vj1 � jvj1:
(2) Molli¯ers commute with distribution derivatives,

D�J�v ¼ J�D
�v; 8 j�j � m; v 2 Hm:

(3) 8 u; v 2 L2ð�Þ, Z
�

ðJ�uÞvdx ¼
Z
�

ðJ�vÞudx:
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(4) 8 v 2 Hsð�Þ; J�v converges to v in Hs and the rate of convergence in the Hs�1

norm is linear in �:

lim
�&0

jjJ�v� vjjs ¼ 0;

jjJ�v� vjjs�1 � C�jjvjjs:

(5) 8 v 2 Hmð�Þ; �; k 2 Z þ [ 0; and 0 � � � 1:

jjJ�vjjmþ� � cm�
��

jjvjjm;

jJ�Dkvj1 � ck
�N=2þ��k

jjvjjk:

Once the original system has been regularized, it is easy to show that the assump-

tions of the Picard theorem on a Banach space are satis¯ed by the regularizedmodel for

any ¯xed � > 0.We now state this theorem along with a natural continuation theorem.

A proof of the following two theorems can be found in Ref. 19.

Theorem 2.2. (Picard theorem on a Banach space) Let O � B be an open subset

of a Banach space B, and let F : O ! B be a mapping satisfying:

(1) F(x) maps O to B.

(2) F is locally Lipschitz continuous, i.e. for any x 2 O there exist L > 0 and an open

neighborhood Ux � O of x such that for all x; x̂ 2 Ux we have

jjF ðxÞ � F ðx̂ÞjjB � Ljjx� x̂jjB:
Then for any xo 2 O, there exists a time T such that the ODE

dx

dt
¼ F ðxÞ; xj0 ¼ xð0Þ 2 O

has a unique local solution x 2 C 1ðð�T ;T Þ;OÞ.

Theorem 2.3. (Continuation on a Banach space) Let O � B be an open subset of a

Banach space B, and let F : O ! B be a locally Lipschitz-continuous map. Then the

unique solution X 2 C 1ð½0;T Þ;OÞ to the autonomous ODE

dx

dt
¼ F ðxÞ; xj0 ¼ xð0Þ 2 O;

either exists globally in time, or T <1 and XðtÞ leaves the open set O as t ! T .

We will see that the above theorem can be applied provided an appropriate

functional framework is chosen. We use some calculus inequalities in the Sobolev

spaces to show that this theorem can be used to obtain a family of solutions which

depend on the regularizing parameter �. Refer to Ref. 31 for a proof of the following

lemma in the case when � ¼ RN . The proof for the case when � is the torus follows

exactly.
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Lemma 2.2. (Calculus inequalities in the Sobolev spaces)

(1) 8 m 2 Zþ [ 0, there exists c � 0 such that for all u; v 2 L1ð�Þ \Hmð�Þ:
jjuvjjm � cfjuj1jjDmvjj0 þ jjDmujj0jvj1g;X

0�j�j�m

jjD�ðuvÞ � uD�vjj0 � cfjruj1jjDm�1vjj0 þ jjDmujj0jvj1g:

(2) 8 s > N
2 ;H

sð�Þ is a Banach algebra. That is, there exists c > 0 such that for all

u; v 2 Hsð�Þ:
jjuvjjs � cjjujjsjjvjjs:

The next step is to pass to the limit as �! 0. Energy estimates, which are inde-

pendent of the regularizing parameter, are essential for this purpose.

3. Local Existence and Uniqueness of Solution to a Regularized
Version of the Crime Model

We consider the following regularization of (1.1):

@A�

@t
¼ �J 2

��A� � A� þ ��A� þ Ao; ð3:1aÞ

@��

@t
¼ J�ðJ����Þ � 2J� r � ��

A�
J�rA�

� �� �
� ��A� þ B: ð3:1bÞ

This choice of regularization will become clear when we perform the energy estimate

calculations. The goal of this section is to prove the local existence and uniqueness of

solutions to the system (3.1) for ¯xed �. Consider the function space for the solution

to (3.1) to be the Banach space V 2, m ¼ 2 in (2.2), with norm jjðA; �ÞjjV 2 :¼
jjAjj2 þ jj�jj2.
Theorem 3.1. (Local existence of solutions to the regularized residential burglary

model) For any � > 0 and initial conditions ðA0ðxÞ; �0ðxÞÞ 2 V 2 such that A0ðxÞ >
Ao there exists a solution, ðA�; ��Þ 2 C 1ð½0;T�Þ;V 2Þ, for some T� > 0, to the

regularized system (3.1). Furthermore, the following energy estimate is satis¯ed:

d

dt
jjðA�; ��ÞjjV 2 � c3jjðA�; ��Þjj3V 2 þ c2jjðA�; ��Þjj2V 2 þ c1jjðA�; ��ÞjjV 2 ; ð3:2Þ

where c1; c2 and c3 are constants that depend only on 1
Ao ; � and �.

Proof. De¯ne the map F � ¼ ½F �
1 ;F

�
2 � : O � V 2 ! X. To use Theorem 2.2 we need a

suitable set O such that F � maps O to V 2, i.e. X ¼ V 2. De¯ne the function by:

F �
1ðA�; ��Þ ¼ �J 2

��A� �A� þ ��A� þ Ao; ð3:3aÞ

F �
2ðA�; ��Þ ¼ J 2

���
� � 2J� r � ��

A�
J�rA�

� �� �
� ��A� þ B: ð3:3bÞ
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Hence, if v� ¼ ðA�; ��Þ 2 V 2, the original model reduces to an ODE in V 2.

dv�

dt
¼ F �ðvÞ; ð3:4aÞ

v�ð0Þ ¼ ðA0ðxÞ; �0ðxÞÞ: ð3:4bÞ
With this framework we can prove that the conditions of Theorem 2.2 are satis¯ed.

Let v �i ¼ ðA �
i ; �

�
iÞ 2 V 2 ði ¼ 1; 2Þ, we drop � for notational convenience. By de¯nition

of the V 2-norm and F we have:

jjF ðv1Þ � F ðv2ÞjjV 2 ¼ jjF1ðv1Þ � F1ðv2Þjj2 þ jjF2ðv1Þ � F2ðv2Þjj2:
After substituting (3.3) above and using (5) of Lemma 2.1 and (1) of Lemma 2.2 we

obtain a suitable bound for F1. Initially we have:

jjF1ðv1Þ � F1ðv2Þjj2 � �jjJ 2
��ðA1 � A2Þjj2 þ jjA1 � A2jj2 þ jj�1A1 � A2�2jj2:

The last term in the above inequality will appear repeatedly and can be bounded

using ð2Þ of Lemma 2.2 by:

jj�1A1 � A2�2jj2 . jj�2jj2jjA1 � A2jj2 þ jjA1jj2jj�1 � �2jj2: ð3:5Þ
Using (3.5) we easily obtain the ¯nal estimate for F1:

jjF1ðv1Þ � F1ðv2Þjj2 .
�

�2
þ 1þ jj�2jj2

� �
jjA1 � A2jj2 þ jjA1jj2 jj�1 � �2jj2: ð3:6Þ

For F2 we only state the ¯nal bound, refer to Appendix A.1 for more detailed

computations. If we de¯ne the open set

O ¼ ðu; vÞ 2 V 2 :
1

u

����
����1 < K1; jjujj2 < L1; jjvjj2 < L2

� 	
;

we obtain similar estimates for F2. In particular, if v1; v2 2 O then

jjF2ðv1Þ � F2ðv2Þjj2 . ~C1 jjA1 � A2jj2 þ ~C2 jj�1 � �2jj2; ð3:7Þ
where,

~C1 ¼ K1

�3
ðjj�1jj2 þK1jjA1jj1j�1j1 þK1jjA2jj2 jj�2jj2 þK 2

1 jjA2jj22 jj�2jj2Þ

þK1

�

3

jjA1jj1 jjA2jj2 jj�2jj2 þ
K1

�2
j�1j1 þ jj�2jj2;

~C2 ¼ 1

�2
þ jjA1jj2 þ

C 2
1

�3
jjA2jj2 jjA1jj2ð1þK1jjA2jj1 þK1jjA1jj1Þ:

The important thing to note is that ~C1 and ~C2 depend only on jjAijj2, jj�ijj2, � and
K1 for i ¼ 1; 2. Combining (3.6) and (3.7) gives:

jjF ðv1Þ � F ðv2ÞjjV 2 � Cð�;L1;L2;K1; �ÞjjA1 � A2jj2 þ CðL1;L2;K1; �Þjj�1 � �2jj2:
ð3:8Þ

SettingA2 ¼ 0 and �2 ¼ 0 we see that F does mapO to V 2. Furthermore, F : O ! V 2

is locally Lipschitz, therefore the conditions of Theorem 2.2 are satis¯ed for ¯xed �.
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Consequently, we obtain a family of unique local solutions to (3.1), fðA�; ��Þg�>0, such
that ðA�; ��Þ 2 C 1ð½0;T�Þ;V 2 \OÞ. A careful look at the computations performed

(see A.1) enables us to see that the constants in the above inequality are at most cubic

in jjðA; �ÞjjV 2 . Once again, setting A2 ¼ 0 and �2 ¼ 0 in (3.8) from (3.4) we obtain the

desired inequality (3.2). Note that the constants c1; c2 and c3 depend solely on

C1; � and �. By taking K1 ¼ 1
Ao we obtain the dependence on 1Ao.

4. Local Existence and Uniqueness of Solution to Original
Residential Burglary Model

In the previous section we successfully showed the unique existence of a solution to

(3.1) on ½0;T�Þ for ¯xed �. The next step is to show that a subsequence of these

solutions converge to a solution of the original system (1.1). To do this we need

estimates that are independent of �. The following section is devoted for this purpose.

4.1. Energy estimates

From Theorem 3.1 we see that the time interval on which the solutions to (3.1) exist

depend on �. To be able to pass to the limit it is essential that we ¯nd a uniform time

interval of existence. To obtain such an interval we look at energy estimates which

are essential to show that the solution to (3.1) is in Cð½0;T Þ;V mÞ. We will see that

provided m is chosen large enough, we can obtain classical solution. For simplicity,

from now on we denote C1 ¼ 1
Ao .

Proposition 4.1. (Higher-order energy estimates) Let ðA�; ��Þ be a solution to the

regularized system (3.1) with initial conditions ðA�ð0Þ; ��ð0ÞÞ 2 V m, where V m is

de¯ned by (2.2) for m � 3, such that A0ðxÞ > Ao. If M is chosen large enough, then

E �
mðtÞ ¼ M

2 jjA�jj2m þ jj��jj2m satis¯es the following di®erential inequalities:

. For m ¼ 3:

d

dt
E �

3ðtÞ.CðM ;C1ÞðE �
3Þ10 þ CðAo;B;MÞ:

. For m > 3:

d

dt
E �

mðtÞ.CðM ;C1; jAj1; j�j1; jr��j1; jrA�j1ÞE �
mðtÞ þ CðAo;B;MÞ:

The proof of this proposition requires a sequence of lemmas. For these lemmas we

let A� and �� be as in Proposition 4.1.

Lemma 4.1. If M is an arbitrary constant, then the following holds:

M

2

d

dt
jjA�jj 2m . �M�jjJ �rA�jj2m þ M

2
jjAojj20 þMðjrA�j1 þ j��j1 þ jAj1ÞjjA�jj2m

þMðjrA�j1 þ jAj1Þjj��jj2m: ð4:1Þ
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Proof. Following standard procedure we ¯rst look at the time evolution equation of

jjAjj 2m. We drop � for notational simplicity. Recalling the multi-index notation from

Sec. 2.1 and using the chain rule we obtain:

1

2

d

dt
jjAjj 2m ¼

X
j�j�m

Z
ðD�AÞðD�AtÞdx:

For ¯xed � substitute in (3.1a), we obtain:Z
ðD�AÞðD�AtÞdx ¼

Z
ðD�AÞD�ð�J 2

��A�Aþ A�þ AoÞdx

¼ ��jjJ �D�rAjj20 � jjD�Ajj20 þ
Z

ðD�AÞðD�AoÞdx

þ
Z

ðD�AÞðD�ðA�ÞÞdx:

Note that the third term of the last equality will only contribute when � ¼ 0. For

now consider the case � 6¼ 0. The Cauchy�Schwarz inequality gives:Z
ðD�AÞðD�AtÞdx � ��jjJ �D�rAjj20 � jjD�Ajj 20 þ jjD�Ajj0jjD�ðA�Þjj0: ð4:2Þ

To simplify the computations we ¯rst look at the following claim. The derivation can

be found in Appendix A.2 and uses part (1) of Lemma 2.2.

Claim 1.X
j�j�m

jjD�ujj0jjD�ðuvÞjj0 . ðjruj1 þ juj1 þ jvj1Þjjujj2m þ ðjruj1 þ juj1Þjjvjj2m:

Adding (4.2) over j�j � m:

M

2

d

dt
jjAjj2m ��M�jjJ �rAjj2m �M jjAjj2m þMjjAojj0jjAjj0

þM
X
j�j�m

jjD�Ajj0jjD�ðA�Þjj0:

Applying Cauchy�Schwarz inequality to M jjAojj0jjAjj0 and Claim 1 to the sum-

mation term gives the ¯nal result.

Since the computations for � are more complicated we ¯rst look at the advection

term.

Lemma 4.2. For I� ¼ RfD�ðJ�r��Þ �D�ð ��A � J �rA�Þgdx the following estimate

holds for any 0 < 	 < 1:

2
X
j�j�m

I�.	jjJ�r��jj2m þ ðC1C2Þ2
	

jjJ�rA�jj2m þ 1

	
ðC1jrA�j1Þ2jj��jj2m

þ 1

	
C1jr��j1 þC 2

1 j��j1jrA�j1 þ j��j1
Xm�1

k¼0

CkC
kþ2
1 jrA�jkþ1

1

 !
2

jjA�jj2m:
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The proof can be found in Appendix A.2. We note that the power ten in the energy

inequality for the case whenm ¼ 3 in Proposition 4.1 comes from the fact that we are

taking multiple derivatives of 1=A.

Lemma 4.3.

1

2

d

dt
jj��jj2m . ð1� 	ÞjjJ �r��jj2m þ 1

2
jjBjj20 þ

1

2
jj��jj20 þ 
1jjA�jj 2m

þ 
2jj��jj2m þ ðC1C2Þ2
	

jjJ�rA�jj 2m; ð4:3Þ

where,

. 
1 ¼ jr�j1þj�j1þ C1

	 ðjr��j1þC1j��j1jrA�j1þj��j1
Pm�1

k¼0 CkC
kþ1
1 jrA�jkþ1

1 Þ2;
. 
2 ¼ jr��j1 þ jA�j1 þ j�j1 þ 1

	 C
2
1 jrAj 21.

Proof. For ¯xed � substitute in (3.1b):Z
ðD��ÞðD��tÞdx ¼

Z
ðD��ÞD� J 2

���� 2J�r � �

A
J �rA

� �
� A�þ B

� �
dx

� �jjJ �D�r�jj 20 þ jjD��jj0 jjD�Bjj0 þ jjD��jj0 jjD�ðA�Þjj0

þ 2

Z
D�ðJ�r�Þ �D� �

A
J �rA

� �
dx:|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I�

Simply using Lemma 4.2 and Claim 1 we obtain the ¯nal estimate for � given by

(4.3).

Combining Lemmas 4.1 and 4.3 gives the proof of Proposition 4.1.

Proof. (Proposition 4.1) Recalling that we have the estimate j�j1 � cjj�jj2, then
j�0ðxÞj1 � cL2 ¼: C2. Combine (4.1) and (4.3) by ¯rst ¯xing 	 < 1 and then choosing

M > 1
�	 ðC1C2Þ2. In fact, if 	1 ¼ ð1� 	Þ > 0 and 	2 ¼ M�	 � ðC1C2Þ2 > 0 then

d

dt
EmðtÞþ 	1jjJ�r��jj2m þ 	2jjJ�rA�jj2m

� D1jjA�jj2m þD2jj��jj 2m þCðAo;B;MÞ; ð4:4Þ
where

. CðAo;B;MÞ ¼ M
2 jjAojj 20 þ 1

2 jjBjj20,
. D1 ¼ 
1 þMðjrA�j1 þ j��j1 þ jAj1Þ,
. D2 ¼ 
2 þMðjrA�j1 þ jAj1Þ.
Observe that the coe±cients of jj��jj2m and jjA�jj 2m depend only on jrA�j1, jr��j1,

jA�j1, j��j1 and C1. From Sobolev embedding estimates we have jruj1 � cjuj3;
hence, it is natural to ¯rst consider the casem ¼ 3. This case is useful to get an initial
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estimate of T from (4.4). Indeed, we obtain the desired result for this case:

d

dt
E3ðtÞ.CðM;C1ÞðE3Þ10 þ CðAo;B;MÞ: ð4:5Þ

The power ten on E3 in (4.5) comes from Lemma 4.2. Fortunately, this estimate is

independent of the regularizing parameter �. Hence, there exists a positive time, T,

such that the H 3-norms of A and � are bounded on ½0;T �. Considering the case where
m > 3 gives the second desired inequality:

d

dt
EmðtÞ þ 	1jjJ�r��jj2m þ 	2jjJ�rA�jj2m .CEmðtÞ þ CðAo;B;MÞ; ð4:6Þ

with C ¼ CðM;C1; jAj1; j�j1; jr��j1; jrA�j1Þ.
Remark 4.1. Note that for the above argument we needed j�j1 < C2: Due to the

Sobolev embedding theorem, the L1-norm is controlled by the H 2-norm. From

Theorem 3.1 each � > 0 we know that jj��jj2 < L2 for t 2 ½0;T�Þ. However, we know

that ½0;T � � ½0;T�Þ.
The bound on the higher-norms of the regularized solutions proves to be extremely

useful in multiple ways. To begin with, all higher-order norms are bounded on ½0;T �.
Moreover, we know that there exist some � > 0 such that A�ðx; tÞ � Ao for all ðx; tÞ 2
�� ½0; � � if A�ðx; 0Þ > Ao. Indeed, if we de¯ne A �	 ¼ minx2� A�ðx; tÞ then we have a

pointwise bound on its time derivative, thanks to Proposition 4.1. In fact, we know

that:

dA �	
dt

����
���� � �j�A�j1 þ jA� þ A��� þ Aoj1
� �jj�A�jj2 þ jjA� þ A��� þ Aojj2;

where we need A� 2 Hm for m > 4 to use (1) of Lemma 2.1 and then Sobolev

embedding estimates. Since jjA�jj4 is bounded independent of �, A �	 > Ao on ½0; � � for
some � 2 ½0;T �. For simplicity let T ¼ minfT ; �g, from now on we take ½0;T � to be

the interval on which the higher-order norms are bounded and A� � Ao. Now that we

have a nontrivial interval on which all the higher-order norms are bounded, we show

that the family of solutions to the regularized system (3.1), fðA�; ��Þg�>0, form a

Cauchy sequence in the L2-norm. This enables us to obtain the necessary limiting

functions A; �, which are solutions to (1.1).

Lemma 4.4. The family of solutions fðA�; ��Þg�>0 to (3.1) form a Cauchy sequence

in Cð½0;T �;L2ð�Þ � L2ð�ÞÞ. In particular, there exist a constant C and a time T > 0

such that for all � and � 0

sup
0�t�T

fjjA� � A� 0 jj0 þ jj�� � ��
0 jj0g � Cmaxð�; � 0Þ:

Proof. Let ðA�; ��Þ and ðA� 0 ; ��
0 Þ solve their respective regularized systems (3.1)

and satisfy the conditions of the lemma. Take the inner product of A� �A� 0 and
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A �
t �A � 0

t .

1

2

d

dt
jjA� � A� 0 jj20 ¼

Z
ðA� �A� 0 ÞðA �

t � A � 0
t Þdx

¼
Z

ðA� �A� 0 Þð�J 2
��A� � �J 2

��A� 0 Þdx � jjA� � A� 0 jj20

þ
Z

ðA� �A� 0 ÞðA��� � A� 0��
0 Þdx ¼ I1 þ I2 þ I3:

Since I2 has a negative sign, it is not problematic. The other two terms can be easily

dealt with using (4) of Lemma 2.1.

I1 ¼ ��jjJ� 0rðA� �A� 0 Þjj 20 þ �

Z
ðJ 2

� � J 2
� 0 Þ�A�ðA� � A� 0 Þdx

� ��jjJ� 0rðA� �A� 0 Þjj 20 þ �maxð�; � 0ÞjjAjj3jjA� �A� 0 jj0:
For the last term,

I3 ¼
Z
��ðA� � A� 0 Þ2dxþ

Z
A� 0 ðA� � A� 0 Þð�� � ��

0 Þdx

� j��j1 þ 1

2
jA�j1

� �
jjA� � A� 0 jj20 þ

1

2
jA�j1jj�� � ��

0 jj20:

Combine these inequalities and return to the initial estimate to obtain:

1

2

d

dt
jjA� � A� 0 jj20 � j��j1 þ 1

2
jA�j1 � 1

� �
jjA� � A� 0 jj 20

þ �maxð�; � 0ÞjAj3jjA� � A� 0 jj0 þ
1

2
jA�j1jj�� � ��

0 jj20: ð4:7Þ

Perform a similar computation for �:

1

2

d

dt
jj�� � ��

0 jj20 ¼
Z

ð�� � ��
0 Þð��t � ��

0
t Þdx

¼
Z

ð�� � ��
0 ÞðJ 2

���
� � J 2

���
� 0 Þdxþ

Z
ð�� � ��

0 ÞðA��� �A� 0��
0 Þdx

þ
Z

ð�� � ��
0 Þ J� r � �

�

A�
J�rA�

� �
� J� 0 r � �

� 0

A� 0 J� 0rA� 0
� �� �

dx

¼ F1 þ F2 þ F3:

The terms F1 and F2 are dealt with exactly as was done for the attractiveness value.

F3 is not as straightforward but it can be simpli¯ed using Cauchy�Schwarz

inequality:

F3 � J� r � �
�

A�
J�A

�

� �����
����
0

þ J� 0 r � �
� 0

A� 0 J� 0rA� 0
� �����

����
0

� �
jj�� � ��

0 jj0:
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We can extract an � at the expense of a higher-order norm and the loss of a molli¯er.

For example we have:

J� r � �
�

A�
J�rA�

� �����
����
0

� �
��

A�
J�rA�

����
����
2

. �
��

A�

����
����1jjD2rA�jj0 þ jrA�j1 D2

��

A�

� �����
����
0

� 	
:

From the proof of Lemma 4.2, refer to the inequality (A.3), the above inequality has a

bound that depends only on jj��jj2, jjA�jj3, and C1. De¯ne v2 ¼ jjA� � A� 0 jj20 þ
jj�� � ��

0 jj20. Since jjA�jj3 and jj��jj2 are bounded on ½0;T �, we have the following

di®erential inequality:

d

dt
v.Cðmaxð�; � 0Þ þ vÞ:

Notice that the constant depends on C1, jj��jj2 and jjA�jj3. The above di®eren-

tial inequality gives vðtÞ � eCtðvð0Þ þmaxð�; � 0ÞÞ �maxð�; � 0Þ. Since ðA�; ��Þ and

ðA� 0 ; ��
0 Þ satisfy the same initial conditions, we have that vð0Þ ¼ 0, which implies:

sup
0�t<T

vðtÞ � Cmaxð�; � 0Þ:

4.2. Existence and uniqueness of solutions to the original residential

burglary model

We have all the tools to prove Theorem 2.1; however, we ¯rst state and prove the

result for uniqueness of solutions. More precisely, if we assume that we have existence

of a smooth enough solution to (1.1), then this solution must be unique.

Lemma 4.5. (Uniqueness of smooth solutions) Let ðA1; �1Þ; ðA2; �2Þ be local-in-time

solutions, with a common interval of existence ½0;T �, to the system (1.1).

Furthermore, suppose these solutions are smooth enough and with the same initial

data in V m, for m � 3, which satisfy the conditions stated in Theorem 2.1, then

A1 ¼ A2 and �1 ¼ �2 on ½0;T �.
Proof. We consider the di®erence of both variables u ¼ A1 � A2 and v ¼ �1 � �2.

From (1.1) we can see that u and v satisfy the following system:

ut ¼ ��u� uþ �1uþ A2v; ð4:8aÞ

vt ¼ �v� 2r � �1
A1

rA1 �
�2
A2

rA2

� �
� �1u� A2v: ð4:8bÞ

The time evolution of the L2-norm of u multiplied by a constant M (the same M used

in Lemma 4.1) satis¯es the following inequality:

d

dt

M

2
jjujj 20 � �M�jjrujj 20 þM j�1j1 þ 1

2
jA2j1 � 1

� �
jjujj 20 þ

M

2
jA2j1jjvjj20: ð4:9Þ
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The above inequality can be seen simply by taking the L2-inner product of ut and u.

Substituting (4.8a) for ut into this inner product and integrating by parts gives (4.9).

The same is done for v. The following inequality holds:

d

dt

1

2
jjvjj20 .C 2

1C
2
2 jjrujj20 þ Cðj�1j1; jrA2j1Þjjujj20

þ Cðj�1j1; jrA2j1; jA1j1Þjjvjj20: ð4:10Þ
For detailed computations of the upper bound given by (4.10), refer to Appendix A.3.

De¯ne F ðtÞ ¼ M
2 jjuðtÞjj20 þ 1

2 jjvðtÞjj20, again choosing M > 1
� ðC1C2Þ2 then from (4.9)

and (4.10) we see that F ðtÞ satis¯es the following ode:

dF ðtÞ
dt

� CMF ðtÞ: ð4:11Þ

In (4.11) the constant CM ¼ CMðM ; j�1j1; jA1j1; jA2j1; jrA1j1;C1Þ. We are

set to apply a Gronwall's lemma.31 Applying this lemma to (4.11) gives that

sup0�t�T fF ðtÞg � F ð0ÞeCMT . All terms that composeCM are bounded on the interval

½0;T �. Since the two solutions satisfy the same initial conditions, F ð0Þ ¼ 0, which

implies the uniqueness of the solution.

We now progress to the proof of the main result: Theorem 2.1.

Proof. From Theorem 3.1 we have that given the initial conditions in the hypothesis

of Theorem 2.1, there exists a family of solutions fðA�; ��Þg�>0 to the regularized

problem (3.1). These solutions exist on the time interval ½0;T�Þ. The interval of

existence depends on the regularizing parameter; however, from Lemma 4.1 we know

that the V 2-norm of the solutions are bounded independent of �. This gives a uniform

interval of existence ½0;T �. Furthermore, from Lemma 4.4 we conclude that there

exist A; � 2 Cð½0;T �;L2ð�ÞÞ such that:

sup
0�t�T

fjjA� � Ajj0 þ jj�� � �jj0g � C�:

Therefore, the solutions converge strongly in the low-norm. We state an interpolation

lemma needed to show strong convergence in intermediate norms. This lemma o®ers

a connection between Lemmas 4.1 and 4.4 which leads to the desired result.

Lemma 4.6. (Interpolation in Sobolev spaces) Given s � 0, there exists a constant

Cs so that for all v 2 Hsð�Þ, and 0 < s 0 < s the following inequality holds:

jjvjjs 0 � jjvjj 1�s 0=s
0 jjvjj s 0=ss :

To use Lemma 4.6 having strong convergence in the L2-norm and some bounds on the

higher norms is essential. For m > 3 we apply the above lemma to A ¼ A� �A and

� ¼ �� � �.

sup
0�t�T

fjjAjjm 0 þ jj�jjm 0 g . ðjjAjj1�m 0=m
0 jjAjjm 0=m

m þ jj�jj1�m 0=m
0 jj�jjm 0=m

m Þ
. ðjjAjjm 0=m

m �1�m 0=m þ jj�jjm 0=m
m �1�m 0=mÞ:
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The estimate (4.6) implies that A�; �� are uniformly bounded in Hm, for m � 2.

Therefore, the above inequality implies strong convergence in Cð½0;T �;V m 0 Þ. Taking
m 0 to be larger than three implies strong convergence in Cð½0;T �;C 2ð�ÞÞ due to the

Sobolev embedding theorem.14 Now, we simply need to verify that the limits A and �

actually satisfy (1.1). Since ðA�; ��Þ! ðA; �Þ from (3.1) we see that A �
t converges

to ��A�Aþ A�þ Ao in Cð½0;T �;Cð�ÞÞ. Correspondingly, ��t converge to

r � ½r�� 2 �
A rA� þ B �A�. Finally, since A �

t ! At and �
�
t ! �t then A and � are

classical solutions of (1.1). Since the solutions satisfy the smoothness requirements of

Lemma 4.5, they are unique.

5. Continuation of the Solutions to the Residential Burglary Model

In the previous section we proved that if the initial data ðAð0;xÞ; �ð0;xÞÞ 2 V m then

there exist some positive time T, such that there exists a classical solution ðAðx; tÞ;
�ðx; tÞÞ to (1.1) on ½0;T �. We are interested in whether this solution can be continued

for all time or if there exists a blow-up in ¯nite time. A natural subsequent step is to

prove a continuation argument which gives necessary and su±cient conditions for

global existence. Recall that we used the Picard theorem on a Banach space to prove

local existence, for ¯xed �, to the regularized system (3.1) in Lemma 3.1. This the-

orem has a natural continuation argument. The family of solutions can be extended

in time provided j1=A�j1, jjA�jjm and jj��jjm remain bounded.31 This argument does

not directly apply to the solution of the original system and to prove a similar result

we need the following theorem.

Theorem 5.1. (Continuity in the high norms) Given initial conditions ðA0ðxÞ;
�0ðxÞÞ 2 V m, for m > 3; which satisfy the conditions stated in Theorem 2.1. Let

fðA�; ��Þg�>0 be the family of solutions to (3.1) and ðA; �Þ be the solution described in

Theorem 2.1. The following hold:

(1) fðA�; ��Þg�>0 and ðA; �Þ are uniformly bounded in Cweakð½0;T �;V mÞ.
(2) ðA; �Þ 2 Cð½0;T �;V mÞ \ C 1ð½0;T �;V m�2Þ.
Proof. From Lemma 4.1 we conclude that:

sup
0�t�T

jjðA�; ��ÞjjV m � K: ð5:1Þ

Furthermore, automatically from (1.1):

sup
0�t�T

@

@t
ðA�; ��Þ

����
����
V m�2

� ~K : ð5:2Þ

We need to show that the limiting solution is continuous in the weak topology of

V mð�Þ. From De¯nition 2.1 it su±ces to show that ðA; �1Þm and ð�; �2Þm, where these
inner products are de¯ned by (2.1), are continuous scalar functions 8 �1; �2 2 Hm.

Actually, sinceH�m is the dual ofHm we simply need to prove that for all 2 H�m the
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following is true: ð ;A�ÞL2 * ð ;AÞL 2 . The same needs to hold for �. Previously we

proved that A� ! A in the intermediate norms, i.e. in Cð½0;T Þ;Hm 0 Þ, wherem 0 < m.

This implies that A� * A. Consider the L2-inner product of  2 H�m and A� � A:

ð ;A� � AÞL2 ¼ ð � �j;A
�ÞL2 þ ð�j;A� � AÞL2 þ ð�j �  ;AÞL 2 ; ð5:3Þ

where f�jgj2N is a sequence in H�m 0
which converges strongly in H�m to  . Such a

sequence exists because H�m 0
is dense in H�m. These terms are bounded above on

½0;T �:
ð � �j;A

�ÞL 2 � jj � �jjj�mjjA�jjm � K	=3;

ð�j;A� � AÞL 2 � jj�jjj�m 0 jjA� � Ajjm 0 � K2	=3;

ð�j �  ;AÞL 2 � jj � �jjj�mjAjm � K	=3:

These inequalities substituted into (5.3) gives that ð ;A� � AÞL2 ! 0. The same

argument can be made for � and this wraps up the proof of part (1).

We are left to prove that ðA; �Þ 2 Cð½0;T �;V mð�ÞÞ \ C 1ð½0;T �;V m�2ð�ÞÞ. Thanks
to part (1) it su±ces to show that jjAðtÞjjm and jj�ðtÞjjm are continuous functions in

time. We take advantage of (4.6) by integrating it on the interval ½0;T �:

EmðT Þ þ 	1

Z T

0

jjJ�r��jj2mdtþ 	2

Z T

0

jjJ�rA�jj 2mdt . Emð0Þ þ
Z T

0

fCEmðtÞ þD0gdt:

Applying Gronwall's lemma we obtain that EmðT Þ � ðEmð0Þ �D0=CÞeCT þD0=C.

Taking the limit as T ! 0þ we see that EmðtÞ is continuous at t ¼ 0þ. Furthermore,

being that EmðtÞ is bounded on ½0;T � and 	1; 	2 > 0 the inequality above implies that

ðA; �Þ 2 L2ð½0;T �;V mþ1ð�ÞÞ. Thus, for a.e. t0 2 ½0;T � then ðAðt0Þ; �ðt0ÞÞ 2 V mþ1.

Indeed, the initial conditions have gained regularity. Take an arbitrarily small t0 and

let ðAðt0Þ; �ðt0ÞÞ be a new set of initial conditions. Running through the same

existence and uniqueness arguments we obtain a solution ðA; �Þ which exists on an

interval ½t0;T1�, ðA; �Þ 2 Cð½t0;T1�;V m 0 Þ, where now m 0 < mþ 1. In view of the fact

that for m > 3, Em and Emþ1 satisfy the same di®erential inequality then T1 � T .

Uniqueness and the arbitrary choice of t0 imply that ðA; �Þ 2 Cð½0;T �;V mÞ.
Furthermore, by virtue of the equation then ðA; �Þ 2 C 1ð½0;T �;V m�2Þ.
Remark 5.1. From (4.6) we know that we have control of the V mþ1 norm as long as

we have control jAðt0Þj1, j�ðt0Þj1, jrAðt0Þj1, jr�ðt0Þj1 and M. Furthermore,

control of j1=Aðt0Þj1 imply control of M.

Fortunately, we ¯nd that the terms mentioned in Remark 5.1 are interdependent

and we can obtain a dominating term. However, before we discuss this we state and

prove a regularity argument.

Theorem 5.2. (Regularity) The solutions A; � of the system (1.1) obtained from

Theorem 2.1 are in the space C1ðð0;T Þ � �Þ.
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Proof. Since ðA; �Þ 2 Cð½0;T �;V mÞ \ C 1ð½0;T �;V m�2Þ from Sobolev embedding

estimates ðA; �Þ 2 Cð½0;T �;Cm�sÞ \ C 1ð½0;T �;Cm�2�sÞ for s > 1. This will give us

smoothness in space. To obtain smoothness in time we simply look at the time-

derivates of the system of Eqs. (1.1) and use a bootstrap argument.

Next we show that if the appropriate initial and boundary data are chosen for A

then only control of jr�ðt0Þj1 is needed to continue the solution. We prove this in the

following sequence of lemmas. The ¯rst one states that jr�j1 and jrAj1 control j�j1
and jAj1 respectively. This holds because there is a bound for the mass of � and A on

any ¯nite time interval.

Lemma 5.1. Let A and � be solutions from Theorem 2.1 with initial conditions

A0ðxÞ and �0ðxÞ, for 1 � p � 1 the following estimate holds for A and � on ½0;T � for
any T > 0:

jjuð�; tÞjjLp � cjjrujjLp þ ðB þ AoÞT ; ð5:4Þ
for all t 2 ½0;T �.
Proof. Adding both equations in the system (1.1) we obtain that

R
�ðx; tÞdx �

ðB þ AoÞt. The same estimate holds for A. Since � is the unit torus, the average value

of a function u is given by u ¼ R udx. Now, by Poincar�e inequality jujLp �
cjjrujjLp þ jjujjLp . This gives the ¯nal result.

Furthermore, since there is a max principle for the attractiveness value equation

we prove that if Aðx; 0Þ > Ao 6¼ 0 for all x, then Aðx; tÞ � Ao during the interval of

existence. We state this result formally in the following lemma.

Lemma 5.2. (Lower-bound of attractiveness value) Let � ¼ T2 and A; � 2
Cð½0;T �;C 2ð�ÞÞ \ C 1ð½0;T �;Cð�ÞÞ be a solutions to (1.1) with initial conditions:

Aðx; 0Þ ¼ A0ðxÞ > Ao;

�ðx; 0Þ ¼ �0ðxÞ:
Then Aðx; tÞ � Ao in � for all t 2 ½0;T �.
Proof. We see directly from (1.1) that A; � � 0. Let w ¼ Ao � A then w satis¯es:

wt ¼ ��w� wþ w�� Ao�. Since both � and Ao are non-negative, we have:

wt � ��w� w � 0; ð5:5Þ
where  ¼ sup0�t�T j�ð�; tÞ � 1j1. Then w ¼ etv satis¯es (5.5) if v satis-

¯es vt � ��v � 0. From the initial data we know that wðx; 0Þ < 0 for all x 2 � and

the same is true for v. By continuity in time v must remain non-negative for

some nontrivial time interval, say 0 < t < t0. Assume that at t0 we have that

vðx0; t0Þ ¼ 0 for some x0. Thismeans that vtðx0; t0Þ � 0 and since we have amaximum,

��vðx0; t0Þ � 0 which is a contradiction unless vðx; t0Þ ¼ 0 for all x 2 �. Therefore,

vðx; tÞ � 0 and since w and v have the same sign, wðx; tÞ � 0: This proves the

result.
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Lemma 5.2 tells us that if j�j1 is bounded then A > Ao, provided we have appro-

priate initial and boundary data. We also need for the solutions to the regularized

model to remain bounded from below. However, we know that this is true on ½0;T � as
was discussed earlier. In addition, we prove that if jr�j1 remains bounded, then jrAj1
also remains bounded. This will be demonstrated in the following two lemmas.

Lemma 5.3. Let ðA; �Þ satisfy (1.1) in the classical sense and assume that jr�j1 is

bounded on ½0;T �, for T > 0 then

jjrAð�; tÞjj2L 2 � ðjjrAð�; 0Þjj2L 2 � ~CÞeCð�;jr�j1;Ao;BÞT þ ~C ; ð5:6Þ
where ~C ¼ ~Cð�; jr�j1;Ao;BÞ. This holds 8 t 2 ½0;T �.
Proof.

1

2

d

dt

Z
jrAj2dx ¼

Z
rA � rAtdx

¼ð1:1Þ
Z

rA � rð��A� Aþ A�þAoÞdx

¼ ��
Z

j�Aj2dx�
Z

jrAj2dxþ
Z

rA � rðA�Þdx

¼ ��
Z

j�Aj2dx�
Z

jrAj2dxþ
Z

jrAj2�dx

þ
Z

ArA � r�dx

�
Cauchy�Schwarz

��jj�Ajj 2L2 þ ðj�j1 � 1ÞjjrAjj2L 2

þ jr�j1ðjjAjj2L 2 þ jjrAjj 2L2Þ

�
ð5:4Þ

Cð�; j�j1; jr�j1ÞjjrAjj2L 2 þ Cðjr�j1;Ao;B;T Þ:
Integrating this and using (5.4) for p ¼ 1 gives the desired result (5.6).

Lemma 5.4. Let ðA; �Þ satisfy (1.1) in the classical sense and assume that jr�j1 is

bounded on ½0;T �, for T > 0, then

jrAð�; tÞj1 � c4 maxfjrAð�; 0Þj1; ðjjrAð�; 0Þjj2L 2 � ~CÞeCT þ ~Cg ð5:7Þ
8 t 2 ½0;T �. The constants C and ~C are de¯ned as in Lemma 5.3.

The proof of Lemma 5.4 uses the Moser�Alikakos iteration.1

Proof. Let s � 2:

1

s

d

dt

Z
jrAjsdx ¼

Z
jrAjs�1rAtdx

¼ð1:1Þ
Z

jrAjs�1rð��A�AþA�þ AoÞdx
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���ðs� 1Þ
Z

jrAjs�2j�Aj2dx�
Z

jrAjsdx

þ
Z

jrAjs�dxþ
Z

AjrAjs�1jr�jdx

�
H€older's Ineq:

� 4�ðs� 1Þ
s2

jjrðjrAjs=2Þjj2L 2 þ jr�j1jjrAjj s�1
Ls jjAjjL2

þðj�j1 � 1ÞjjrAjj sLs

¼ð5:4Þ � 4�ðs� 1Þ
s2

jjrðjrAjs=2Þjj2L 2 þ c1jjrAjj sLs þ c2;

where c1 ¼ c1ðjr�j1; j�j1;Ao;BÞ and c2 ¼ c2ðAo;BÞ. Multiplying both sides by s,

s � 2 gives:

d

dt

Z
jrAjsdx � �2�jjrðjrAjs=2Þjj2L2 þ sc1jjrAjj sLs þ sc2:

We need to make use of an extended Sobolev inequality17:

�jjrujj2L 2 � � ð1� �Þ
�

jjujj2L2 þ c

�2
jjujj2L 1 : ð5:8Þ

A derivation of (5.8) can be found in Appendix A.4. Taking u ¼ jrAjs=2 gives:

d

dt

Z
jrAjsdx � � 2�ð1� �Þ

�
jjrAjj ss þ

c0
�2

jjrAjj sLs=2 þ c1sjjrAjj sLs þ sc2:

Choose � ¼ �
sc1þ� noting that s > � 2 ½0; 1� (refer to Ref. 34), then

d

dt

Z
jrAj sLsdx � �c1sjjrAjj sLs þ c3s

2jjrAjj sLs=2 þ sc2:

Multiplying both sides by ec1st, the above inequality is equivalent to

d

dt
fec1stjjrAjjsg � ec1stðc3s2jjrAjj2Ls=2 þ c2sÞ:

Integrating this over ½0; t� gives:

ec1stjjrAð�; tÞjj sLs � jjrAð�; 0Þjj sLs þ sup
0���t

jjrAð�; �Þjj sLs=2

Z t

0

c3s
2ec1s�d�

þ
Z t

0

c2e
c1s�sd�

� jjrAð�; 0Þjj sLs þ sup
0���t

jjrAð�; �Þjj sLs=2c4sðec1st � 1Þ þ c5ðec1st � 1Þ:

Therefore,

jjrAð�; tÞjj sLs � ðjrAð�; 0Þj1 þ c6Þs þ c4s sup
0���t

jjrAð�; tÞjj sLs=2 ; ð5:9Þ
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where c6 ¼ maxf1; c5g. De¯ne MðsÞ ¼ maxfjrAð�; 0Þj1þ c6; sup0�t�T jjrAð�; tÞjjLsg.
From (5.9) we conclude that

MðsÞ � ðc7sÞ1=sMðs=2Þ: ð5:10Þ

Let s ¼ 2k for k 2 N the recursive relation (5.10) gives:

Mð2kÞ � ðc7Þ
P k

j¼1
2�jð2Þ

P k

j¼1
j2�j

Mð1Þ:

Since both sums
Pk

j¼1 2
�j and

Pk
j¼1 j2

�j converge as k ! 1 taking the limit as

s ! 1 we get:

jrAð�;T Þj1 � lim
s�!1MðsÞ

� ðc7Þ
P1

j¼12
�jð2Þ

P1
j¼1j2

�j

Mð1Þ;

Applying Lemma 5.3 gives the ¯nal result.

From Theorem 5.1 and Lemmas 5.2�5.4 proved above, we obtain necessary and

su±cient conditions for the continuation of the solution to (1.1).

Corollary 5.1. Given initial conditions ðAðx; 0Þ; �ðx; 0ÞÞ 2 V m, m � 4 such that

Aðx; 0Þ > Ao and \no-°ux" boundary conditions, there exist a maximal time of

existence 0 < Tmax � 1 and a unique solution ðAðx; tÞ; �ðx; tÞÞ 2 Cð½0;Tmax Þ;V mÞ \
C 1ð½0; Tmax Þ; V m�2Þ of the system (1.1). Furthermore, if Tmax is ¯nite, then

limt ! Tmax
jr�j1 ¼ 1.

6. Analysis of a Modi¯ed PDE Model of Criminal Behavior
and Its Relation to Keller{Segel Model

Though we succeeded in proving local existence and uniqueness of solutions to (1.1),

the question of whether the solutions can be extended for all time has not been

addressed. To be con¯dent that we have a robust model, suitable for the target

application, we need insight on global existence and/or possible blow-up. Working

with a strongly coupled system of nonlinear PDEs makes it di±cult to apply the

usual techniques to prove well-posedness. Fortunately, as was mentioned before,

there is an evident relation between the model for residential burglaries and the

Keller�Segel model for chemotaxis, developed in Ref. 28 by Keller and Segel in 1971.

This is not surprising since both processes are usually modeled by a para-

bolic�parabolic system and include motion up gradients of some external ¯eld.

Chemotaxis is the in°uence of a chemical substance in the environment on the

movement of a mobile species. This process is key in cellular communications. Keller

and Segel developed a general model for the chemotaxis phase of aggregation of slime

mold, i.e. Dictyostelium Discoidium in Ref. 28. There has been a great deal of analysis

on various versions of the Keller�Segel model since it was developed and research is
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still in progress.7,10,11,13,15,21,29 Thus far the most studied version is:

@u

@t
¼ ��u� �r � ðurvÞ; ð6:1aÞ

�
@v

@t
¼ kc�v� �vþ 
u; ð6:1bÞ

with Neumann boundary conditions. In (6.1) u is the myxamoebae density of slime

mold and v the chemo-attractant concentration. Comparing this model to (1.1) we

can see that the chemo-attractant density is comparable to the attractiveness value.

It is worth noting that chemotaxis is sometimes modeled by an elliptic�parabolic

system; however, in the residential burglaries model the timescale of the change in

attractiveness value is similar to the change in criminal density. From (6.1) we see

that the myxamoebae move up gradients of chemo-attractant concentration like

criminals move up gradients of attractiveness value. Global existence and ¯nite time

blow-up of (6.1) is highly dependent on the dimension. In one dimension ¯nite time

blow-up cannot occur.8 In two dimensions it has been shown, by Corrias and Calvez,6

that the solution exists globally in time if the initial mass is below the critical

quantity 8�. If the initial mass is above 8�, then aggregation occurs in the case when

� ¼ 0.21,20 As far as we know the blow-up results for the fully parabolic system has not

been proved. For higher dimension, d, there exists a similar critical quantity that is

governed by the Ld=2-norm of the initial myxamoebae density. Although the most

studied version of the Keller�Segel model is (6.1), various variations of the model

have also been analyzed. A comprehensive summary of much of this work can be

found in Refs. 23 and 24. In a sense, the model given by (1.1) can be thought of as a

generalized and more complicated version of (6.1), which includes growth and decay

of the myxamoebae density and the chemo-attractant. We want to take advantage of

the extensive body of work done on (6.1) as a ¯rst step to obtaining insight on the

global existence or ¯nite time blow-up of (1.1). To accomplish this, analyze a sim-

pli¯ed model of (1.1). This will ease the mathematical analysis while maintaining

fundamental assumptions made in Ref. 34. The model we propose is:

�
@A

@t
¼ ��A� Aþ 
�þAoðxÞ; ð6:2aÞ

@�

@t
¼ ��� 2r � ð�rAÞ þBðxÞ � fðAÞ�: ð6:2bÞ

From now on we work in all of R2. Notice that now Ao and B are functions of the

space variable and must have su±cient decay as jxj ! 1. Model (6.2) makes three

simpli¯cations to (1.1). First, the advection speed is now given simply by jrAj. The
second modi¯cation is that the attractiveness value increases with the number of

criminals with constant of proportionality 
, i.e. we replace A� with 
� in (1.1a). We

have no reason to believe that this modi¯cation will decrease the accuracy of the

model. Finally, the criminal density decays with a rate of fðAÞ and we assume that

fðAÞ has a lower and upper bound.
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6.1. Useful properties of the modi¯ed residential burglaries model

It is not surprising that (6.1) is the most studied version of the Keller�Segel model

since it possesses properties that facilitates mathematical anlysis. There are three

properties worth noting. First, the system (6.1) conserves mass of the cell density.

Furthermore, one can express the chemo-attractant concentration as the convolution

of the Bessel kernel, B�ðzÞ ¼ 1
4��

R 1
0

1
t e

�jzj 2
4�t�tdt, and the cell density. In two dimen-

sions this is especially useful for proving blow-up results given large enough initial

mass of the cell density. Most importantly, this model, after non-dimensionalization,

has a Lyapunov functional6:

FðtÞ ¼
Z

u logðuÞdx�
Z

uvdxþ 1

2

Z
jrvj2dxþ

Z
�v2dx:

This functional is key in proving global existence. The model (6.2) does not possess

these exact properties; however, it does possess ones which are useful enough.

For v 2 L1ð�Þ let MvðtÞ ¼
R
�
vðx; tÞdx. As an example of a useful property if

A; � are solutions to (6.2) then M�ðtÞ is bounded above and below. De¯ne fmin ¼
minA2RþfðAÞ, then

M�ðtÞ � e�fmint M�ð0Þ �
MB

fmin

� �
þ MB

fmin

: ð6:3Þ

Replacing fmin with fmax gives a similar lower bound for M�ðtÞ. Another key pro-

perty is the explicit expression of the attractiveness value in terms of the criminal

density in the quasi-static case, i.e. � ¼ 0:

AðxÞ ¼ B� 	 ð
�þAoÞ: ð6:4Þ

We conjecture that solutions to (6.2) satisfy an energy functional whose upper bound

can be controlled with time. Being that this is beyond the scope of this paper we only

mention that proving such an energy functional is important for proving global

existence via the Lyapunov functional method discussed in the Introduction.

6.2. Blow-up of a modi¯ed residential burglaries model

In this section, we explore the possibility of blow-up in ¯nite time of the solution to

the modi¯ed residential burglaries model (6.2) in the case where � ¼ 0. It turns out

that similar to the Keller�Segel model, if the lower-bound on the mass of the criminal

density is large enough, there is mass concentration on a set of measure zero. Let

M min
� ¼ minfM�ð0Þ;MB=fmaxg and M max

� ¼ maxfM�ð0Þ;MB=fming and for a func-

tion v we denote the ¯nite second moment by Iv ¼
R jxj2vdx. We state this blow-up

result in the following theorem.

Theorem 6.1. (Blow-up of a modi¯ed residential burglaries model) Let ðAðx; 0Þ; �
ðx; 0ÞÞ 2 L1ðR2Þ be initial data such that ð
M min

� � 4�ÞM min
� > �IB . Furthermore,
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let � be the non-negative smooth solution to (6.2b) and that A has reached a steady

state and is de¯ned by (6.4), then A; � are non-negative smooth solutions to (6.2)

(when � ¼ 0). Then, if the initial second moment is small enough. That is if

Z
jxj2�dx � 1

K 2




�
M min

� � 4

� �
M min

� � IB

� �
2

; ð6:5Þ

where IBðxÞ¼
R
Bdx,K¼½ 2
� CðM max

� Þ3=2þa1ðM max
� Þ1=2�, a1 ¼ 4jjrB�ðxÞjj1jAo ðxÞj1

and C a constant, then there exists a ¯nite time singularity.

Proof. Consider the time evolution of the second moment of �, IðtÞ ¼ R
R 2 jxj2�dx:

dI

dt
¼
Z
R 2

jxj2ð��� 2r � ð�rAÞ � fðAÞ�þBÞdx

� 4

Z
R 2

�dxþ 4


Z
R 2

�ðx � rB� 	 �Þdxþ 4

Z
R 2

�ðx � rB� 	AoðxÞÞdxþ IB :
ð6:6Þ

The third term on the right in the above inequality can be bounded above using

Cauchy�Schwarz inequality and Young's inequality for convolutions39:

4

Z
R2

�jxjjrB� 	AoðxÞjdx � 4jrB� 	AoðxÞj1
Z
�jxjdx:

� 4jjrB�jjL 1 jAoðxÞj1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
a1

M
1=2
� ðtÞ ffiffiffiffiffiffiffiffi

IðtÞp
: ð6:7Þ

We use the explicit expression of the gradient of the Bessel kernel, rB�ðzÞ ¼
� 1

2�
z

jzj 2
R 1
0
e�s�jzj 2

4�s ds, to bound the second term. Let g�ðzÞ ¼
R 1
0
e�s�jzj 2

4�s ds and dA ¼
dxdy, then

4


Z
R 2

�ðx � rB� 	 �Þdx � � 2


�

Z
R2

Z
R 2

�ðx; tÞx � ðx� yÞ
jx� yj2 g�ðx� yÞ�ðy; tÞdydx

� 


�

Z Z
�ðx; tÞ½1� g�ðx� yÞ��ðy; tÞdA

� 


�

Z Z
�ðx; tÞ�ðy; tÞdA

¼ � 


�
M 2

� ðtÞ þ



�

Z Z
�ðx; tÞ½1� g�ðx� yÞ��ðy; tÞdA:

Observe that g�ðzÞ is a positive, radially symmetric, decreasing function with
maximum of one. This implies that 0 � ð1� g�ðzÞÞ � 1. Now, consider the derivative
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of ð1� g�ðrÞÞ with respect to r ¼ jzj:
d

dr
ð1� g�ðrÞÞ �

r

2�

Z 1

0

1

s
e�s� r2

4�sds

� 2�

�
rB1

rffiffiffi
�

p
 !

� 2�ffiffiffi
�

p sup
~r2ð0;1Þ

ð~rB1ð~rÞÞ;

where ~r ¼ r ffiffi
�

p for 0 � r � ffiffiffi
�

p
. If C ¼ 2�ffiffi

�
p maxðsup~r2ð0;1Þf~rB1ð~rÞg; 1Þ, then

ð1� g�ðzÞÞ � Cjzj. Hence, we have:

4


Z
R 2

�ðx � rB� 	 �Þdx � � 


�
M 2

� ðtÞ þ
2


�
CM�ðtÞ

Z
R 2

�ðx; tÞjxjdx

�c:s: � 


�
M 2

� ðtÞ þ
2


�
CðM�ðtÞÞ3=2

ffiffiffiffiffiffiffiffi
IðtÞ

p
: ð6:8Þ

Substituting (6.7) and (6.8) into (6.6) gives:

dI

dt
� 4� 


�
M�ðtÞ

� �
M�ðtÞ þ

2


�
CM 3=2

� ðtÞ
ffiffiffiffiffiffiffiffi
IðtÞ

p
þ a1M

1=2
� ðtÞ

ffiffiffiffiffiffiffiffi
IðtÞ

p
þ IB

� 4� 


�
M�ðtÞ

� �
M�ðtÞ þ

2


�
CM 3=2

� ðtÞ þ a1M
1=2
� ðtÞ

� � ffiffiffiffiffiffiffiffi
IðtÞp þ IB

� 4� 


�
M min

�

� �
M min

� þ 2


�
CðM max

� Þ3=2 þ a1ðM max
� Þ1=2

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

K

ffiffiffiffiffiffiffiffi
IðtÞp þ IB :

In the last inequality we use the fact that the initial conditions are chosen so that

M min

� > 4�. Integrating on ½0; tÞ gives the integral inequality:

IðtÞ � Ið0Þ þ
Z t

0

gðIðsÞÞds; ð6:9Þ

where gðIðtÞÞ ¼ ð4� 

�M

min
� ÞM min

� þK
ffiffiffiffiffiffiffiffi
IðtÞp þ IB : The function gðIÞ is contin-

uous, increasing and such that gðIðt	ÞÞ ¼ 0 for t	 > 0 such that:

Iðt	Þ ¼ 1

K 2




�
M min

� � 4

� �
M min

� � IB

� �
2

;

where K is de¯ned in the theorem. Since Ið0Þ � Iðt	Þ, by continuity of g there exists
a ~t > 0 such that

R ~t
0
gðIðsÞÞds < 0. Hence, Ið~tÞ < Ið0Þ. Repeating this process will

eventually give that IðtÞ ¼ 0 for some positive t which proves the result.
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From Theorem 6.1 we conjecture that a logarithmic sensitivity function is more

suitable than a linear sensitivity function. Moreover, from the maximum principle of

the attractiveness value a lower bound on fðAÞ is implicit in the original model.

Hence, setting fðAÞ ¼ A is only eliminating the upper bound on fðAÞ. This would
only help prevent blow-up. The remaining di®erence between the two models is less

obvious to analyze. We conjecture that the nonlinear A� aids blow-up more than 
�.

This is because we expect, and indeed we observe numerically, that A and � grow and

decay together. Hence, we have that A� 
 �2 which would aid blow-up more so than


� would.

6.3. Exploring blow-up of a modi¯ed residential burglaries model in 1D

Although we see blow-up in the modi¯ed model for large enough mass of the initial

criminal density in two dimensions, a similar type of blow-up in ¯nite time of the

model (6.2) cannot occur in one dimension. This is due to change of properties of

the Bessel kernel in one dimension. In fact, a simple computation shows that the

second moment will always be bounded below by something positive. For simplicity

of notation we take � ¼ 1, in this case in one dimension we have that BðxÞ ¼
1

2
ffiffi
�

p
R 1
0

1
t1=2

e�
jxj 2
4t �tdt and @xBðxÞ ¼ � xffiffi

�
p
R 1
0

1
4t3=2

e�
jxj 2
4t �tdt ¼ � 1ffiffi

�
p
R 1
0
e�

jxj 2
4s2

�s2ds. In

contrast to the previous section we now seek a bound from below for the second

moment.

dI

dt
¼ 2M�ðtÞ þ 4


Z
R 2

�ðx@xB 	 �Þdxþ 4

Z
R 2

�ðx@xB 	AoðxÞÞdx

�
Z
R 2

fðAÞjxj2�dxþ IB

� 2M min
� þ IB þ 4


Z
R2

�ðx@xB 	 �Þdx

þ 4

Z
R 2

�ðx@xB 	AoðxÞÞdx� fmax IðtÞ

� 2M min
� þ IB � fmax IðtÞ

� ½4jBxj1ð
ðM max
� Þ3=2 þ jjAojj1M max

� Þ�IðtÞ1=2

� C1 � C2IðtÞ;

where C1 ¼ 2M min
� þ IB � 	½4jBxj1ð
ðM max

� Þ3=2þjjAojj1M max
� Þ�2 and C2 ¼ 1

	 � fmax.

We choose 	 small enough such that C1 > 0. This implies that IðtÞ �
e�C2tðIð0Þ � C1=C2Þ þ C1=C2, which has a bound from below for all time. Hence, if

there is blow-up in ¯nite time, we cannot show it via this method. This agrees with

preliminary numerical results which show ¯nite time blow-up in two dimensions but

not in one dimension. We hope to address this issue further in a future paper.
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7. Discussion

The overarching goal of the development of model (1.1) by Short et al. is to help to

understand the spatio-temporal dynamics of residential burglary \hotspots" to aid

law-enforcement in the mobilization of their resources. In this paper we studied the

well-posedness of this model to determine whether it is a suitable model for the target

application. In particular, we know that certain types of ¯nite time blow-up would

invalidate the model. For example, blow-up in the L1 norm of the criminal density

would notmake any physical sense. As a ¯rst step to determining whether this model is

well-posed, we proved local existence of classical solutions. Furthermore, we know that

with no-°ux boundary conditions the attractiveness value will never go below its static

componentAo. From the continuation argument we know that the model has a global

solution provided the L1 bound of the gradient of � remains bounded. In the case of

blow-up we also know that if the L1 norm of the gradient ofA blows-up in ¯nite time,

then the same has to be true for the gradient of �. In the ¯nal part of the paper we

explored the connections of the residential burglarymodel and the Keller�Segel model

for chemotaxis, which has been vastly studied. Considering a modi¯ed residential

burglary model we determined that the logarithmic sensitivity function in (1.1) is

essential to preventing blow-up. In fact, preliminary numerical results show ¯nite time

blow-up for (1.1) with �ðAÞ ¼ Awith no other modi¯cations in two dimensions. In one

dimension no such blow-up has been observed. This serves to con¯rm the connections

between the Keller�Segel model and the residential burglary model.

Appendix A. Additional Computations

A.1. Computations for Theorem 3.1

Computations for F 2

jjF2ðv1Þ � F2ðv2Þjj2 � jjJ 2
��ð�1 � �2Þjj2 þ 2 J� r � �1

A1

J�rA1 �r � �2
A2

J�rA2

� �����
����
2

þ jj�1A1 � A2�2jj2 ¼ S1 þ S2 þ S3:

The terms S1 and S3 appeared in the inequality for F1; therefore, we are only con-

cerned with S2:

1

2
S2 .

1

�2
�1
A1

J�rA1 �
�2
A2

J�rA2

����
����
1

� 1

�2
�1
A1

J�rðA1 �A2Þ
����

����
1

þ J�rA2

�1
A1

� �2
A2

� �����
����
1

� �

. 1

�2
�1
A1

����
����1jjDfJ�rðA1 � A2Þgjj0 þ jJ�rðA1 � A2Þj1 D

�1
A1

� �����
����
0

� �
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þ 1

�2
jJ�rA2j1 D

�1
A1

� �2
A2

� �����
����
0

þ �1
A1

� �2
A2

����
����1jjDJ�rA1jj0

� �

¼ 1

�2
ðR1 þ R2 þ R3 þR4Þ:

R1 can be easily bounded, without any additional factors of 1=�, by

jA�1
1 j1j�1j1jjA1 � A2jj2. On the other hand, for R2 we need to use (5) of Lemma 2.1

and (1) of Lemma 2.2. More precisely, we have:

R2 .
1

�
jjA1 � A2jj2

1

A1

����
����1jj�1jj1 þ

1

A1

����
����21jjAjj1j�1j1

� �
:

The next term requires more work, basically repeated applications of Lemma 2.2.

R3 .
1

�
jjA2jj2

A2�1 � A1�2
A1A2

����
����
1

. 1

�
jjA2jj2

1

A1A2

����
����1jj�1A2 � �2A1jj1 þ j�1A2 � �2A1j1 D

1

A1A2

� �����
����
0

� 	

. 1

�
jjA2jj2

1

A1A2

����
����1jj�1A2 � �2A1jj1 þ j�1A2 � �2A1j1

� 	
:

Since jvj1 . jvj2 and

D
1

A1A2

� �����
����
0

. 1

A1

����
����1 1

A2

����
����21jjrA2jj0 þ

1

A2

����
����1 1

A1

����
����21jjrA1jj0;

we have:

R3 .
1

�
jjA2jj2

1

A1

����
����1 1

A2

����
����1 þ 1

A1

����
����1 1

A2

����
����21jjA2jj1 þ

1

A2

����
����1 1

A1

����
����21jjA1jj1

� �
� jj�1A2 � �2A1jj2:

Finally,

R4 �
1

A1

����
����1 1

A2

����
����1jjA1jj2jA2�1 � �2A1j1:

A.2. Computations for higher-order energy estimate estimates

Claim 1.X
j�j�m

jjD�ujj0jjD�ðuvÞjj0 . ðjruj1 þ juj1 þ jvj1Þjjujj2m þ ðjruj1 þ juj1Þjjvjj2m:
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Proof.X
j�j�m

jjD�ujj0jjD�ðuvÞjj0 �
X
j�j�m

jjD�ujj0fjjD�ðuvÞ � uD�vjj0 þ juj1jjD�vjj0g

� jjujjm
X
j�j�m

jjD�ðuvÞ � uD�vjj0 þ juj1jjvjjm

0
@

1
A

� cjjujjmfjruj1jjDm�1vjj0 þ jjDmujj0jvj1 þ juj1jjvjjmg:

This proves the claim.

Lemma A.1.

Dm 1

A�

� �����
����
0

�
Xm�1

k¼0

Ck

1

A�

����
����kþ2

1
jrA�jk1jjDm�kA�jj0; ðA:1Þ

where the C 0
ks are constants.

Proof. Using (1) of Lemma 2.2 and dropping the constants we get:

Dm
1

A

� �����
����
0

¼ Dm�1
rA

A2

� �����
����
0

. jrAj1 Dm�1
1

A2

� �����
����
0

þ 1

A

����
����21jjDm�1rAjj0

. jrAj1 jrAj1 Dm�2
1

A3

� �����
����
0

þ 1

A

����
����31jjDm�2rAjj0

� �

þ 1

A

����
����21jjDmAjj0

..

.

. jrAjm�1
1 D1

1

Am

� �����
����1 þ

Xm�2

k¼0

1

A

����
����kþ2

1
jrAjk1jjDm�kAjj0

.
Xm�1

k¼0

1

A

����
����kþ2

1
jrAjk1jjDm�kAjj0:

Proof. (Lemma 4.2)

Z
D�ðJ�r�Þ �D� �

A
J �rA

� �
dx

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{I�

� jjD�ðJ�r�Þjj0 D�
�

A
J �rA

� �����
����
0

� jjD�ðJ�r�Þjj0 D�
�

A
J �rA

� �
� �

A
D�ðJ�rAÞ

����
����
0

þ jjD�ðJ�r�Þjj0
�

A

��� ���1jjD�J�rAjj0:
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Summing over j�j � m gives:

X
j�j�m

I� � jjJ�r�jjm
X
j�j�m

D�
�

A
J �rA

� �
� �

A
D�ðJ�rAÞ

����
����
0

þ �

A

��� ���1jjJ�rAjjm

0
@

1
A

. jjJ�r�jjm r �

A

� ���� ���1jjDm�1J�rAjj0 þ jJ�rAj1 Dm
�

A

��� ���
0

�

þ �

A

��� ���1jjJ�rAjjm
�
:

We bound the ¯rst term jrð �AÞj1 � ðC1jr�j1 þ j�j1jrAj1C 2
1Þ. Therefore, the

above inequality can be bounded by:X
j�j�m

I� . jjJ�r�jjmðC1jr�j1 þ j�j1jrAj1C 2
1ÞjAjm

þ jjJ�r�jjm jJ�rAj1 Dm
�

A

��� ���
0
þ �

A

��� ���1jjJ �rAjjm
� �

: ðA:2Þ

The term jjDm �
A jj0 can be bounded by simpler terms using part (1) of Lemma 2.2. In

particular,

Dm �

A

����
����
0

� c j�j1 Dm 1

A

����
����
0

þ C1jjDm�jj0
� �

: ðA:3Þ

Here we make use of Lemma A.1 by substituting (A.1) into (A.3). From (A.2) after

applying a Cauchy inequality of the form 2ab � 	a2 þ 1
	 b

2 we get the desired

result.

A.3. Computations for L2-Cauchy sequence

R1 .
1

A�

����
����1jjDðr� � J�rA�Þjj0 þ jr��j1jrJ�A

�j1 D
1

A�

� �����
����
0

� �

. 1

A�

����
����1fjJ�rA�j1jj���jj0 þ jjD2J�A

�jj0jr��j1g

þ 1

A�

����
����21jr��j1jrJ�A

�j1jjrA�jj0

� c
1

A�

����
����1 þ 1

A�

����
����21

� �
jjA�jj3ðjj��jj3 þ jjA�jj3jj��jj3Þ

similarly,

R2 � c
1

A�

����
����1jjDð���J�A

�Þjj0 þ j���J�A
�j1 D

1

A�

� �����
����
0

� �

� c
1

A�

����
����1ðjj��jj23 þ jjA�jj24Þ:
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Computations for Lemma 4.5.

1

2

d

dt

Z
v2dx ¼

Z
v �v� 2r � �1

A1

rA1 �
�2
A2

rA2

� �
� A1�1 þ A2�2

� �
dx

�C:I: �1
A1

rA1 �
�2
A2

rA2

����
����2

0

�
Z

A2v
2dx�

Z
�1uvdx

� �1
A1

rA1 �
�2
A2

rA2

����
����2

0

þ 1

2
j�1j1jjujj20 þ

1

2
j�1j1jjvjj20:

Unfortunately, the advection term leaves a term which still has to be dealt with:

�1
A1

rA1 �
�2
A2

rA2

����
����2

0

� �1
A1

����
����21jjrujj20 þ jrA2j21

A2�1 � A1�2
A1A2

����
����2

0

� �1
A1

����
����21jjrujj20 þ jrA2j21

1

A1A2

����
����21ðj�1j21jjujj20 þ jA1j21jjvjj20Þ:

Making use of the fact that j1=Aj1 � C1 gives the ¯nal result.

A.4. Extended Sobolev inequalities

For the proof of the following theorem see Ref. 17.

Theorem A.1. (Extended sobolev inequalities in bounded domains) Let � be a

bounded domain with @� in Cm, and let u be any function inWm;rð�Þ \ Lpð�Þ; 1 � r;

q � 1: For any integer j; 0 � j � m, and for any number a in the interval

j=m � a � 1, set

1

p
¼ j

n
þ a

1

r
� m

n

� �
þ ð1� aÞ 1

q
:

If m� j� n=r is a non-negative integer, then

jjDjujjLp � CjjujjaW m;r jjujj ð1�aÞ
Lq : ðA:4Þ

If m� j� n=r is a non-negative integer, then (A.4) holds for a ¼ j=m. The constant

C depends only on �; r; q;m; ja.

Deriving Inequality (5.8). Applying (A.4) for p ¼ 2 gives:

juj2L2 ¼ CjujW 1;2 jujL1

� �ðjjujj 2L2 þ jjrujj 2L2Þ þ C

�
jjujj2L 1 :
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