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Optimization for Learning and Big Data

Abstract: Many problems in both supervised and unsupervised machine learning (e.g.,
logistic regression, support vector machines, deep neural networks, robust principal compo-
nent analysis, dictionary learning, latent variable models) and signal processing (e.g., face
recognition and compressed sensing) are solved by optimization and related algorithms. In
today’s age of big data, the size of these problems is often formidable. E.g., in logistic
regression the objective function may be expressed as the sum of 109 functions (one for each
data point) involving 10° variables (features). In this series of talks, we will review current
optimization approaches for addressing this challenge from the following classes of meth-
ods: first-order (and accelerated variants), stochastic gradient and second-order extensions,
alternating direction methods for structured problems (including proximal and conditional
gradient and multiplier methods), tensor decomposition, randomized methods for linear
systems, and parallel and distributed variants.
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