
NOTES FOR MATH 535A: DIFFERENTIAL GEOMETRY

KO HONDA

1. REVIEW OF TOPOLOGY AND LINEAR ALGEBRA

1.1. Review of topology.

Definition 1.1. A topological spaceis a pair (X, T ) consisting of a setX and a collectionT =
{Uα} of subsets ofX, satisfying the following:

(1) ∅, X ∈ T ,
(2) if Uα, Uβ ∈ T , thenUα ∩ Uβ ∈ T ,
(3) if Uα ∈ T for all α ∈ I, then∪α∈IUα ∈ T . (Here I is an indexing set, and is not

necessarily finite.)

T is called atopologyfor X andUα ∈ T is called anopen setofX.

Example 1: Rn = R × R × · · · × R (n times) = {(x1, . . . , xn) | xi ∈ R, i = 1, . . . , n}, called
real n-dimensional space.

How to define a topologyT onR
n? We would at least like to include open balls of radiusr about

y ∈ Rn:
Br(y) = {x ∈ R

n | |x− y| < r},

where
|x− y| =

√
(x1 − y1)2 + · · ·+ (xn − yn)2.

Question: Is T0 = {Br(y) | y ∈ Rn, r ∈ (0,∞)} a valid topology forRn?

No, so you must add more open sets toT0 to get a valid topology forRn.

T = {U | ∀y ∈ U, ∃Br(y) ⊂ U}.

Example 2A: S1 = {(x, y) ∈ R2 | x2 + y2 = 1}. A reasonable topology onS1 is the topology
induced by the inclusionS1 ⊂ R2.

Definition 1.2. Let (X, T ) be a topological space and letf : Y → X. Then theinduced topology
f−1T = {f−1(U) | U ∈ T } is a topology onY .

Example 2B: Another definition ofS1 is [0, 1]/ ∼, where[0, 1] is the closed interval (with the
topology induced from the inclusion[0, 1] → R) and the equivalence relation identifies0 ∼ 1. A
reasonable topology onS1 is thequotient topology.
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Definition 1.3. Let (X, T ) be a topological space,∼ be an equivalence relation onX,X = X/ ∼
be the set of equivalence classes ofX, andπ : X → X be the projection map which sendsx ∈ X
to its equivalence class[x]. Then thequotient topologyT of X is the set ofV ⊂ X for which
π−1(V ) is open.

Definition 1.4. A mapf : X → Y between topological spaces iscontinuousif f−1(V ) = {x ∈
X|f(x) ∈ V } is open wheneverV ⊂ Y is open.

Exercise: Show that the inclusionS1 ⊂ R2 is a continuous map. Show that the quotient map
[0, 1] → S1 = [0, 1]/ ∼ is a continuous map.

More generally,

(1) Given a topological space(X, T ) and a mapf : Y → X, the induced topology onY is the
“smallest”1 topology which makesf continuous.

(2) Given a topological space(X, T ) and a surjective mapπ : X ։ Y , the quotient topology
onY is the “largest” topology which makesπ continuous.

Definition 1.5. A mapf : X → Y is a homeomorphismis there exists an inversef−1 : Y → X
for whichf andf−1 are both continuous.

Exercise: Show that the two incarnations ofS1 from Examples 2A and 2B are homeomorphic

Zen of mathematics: Any world (“category”) in mathematics consists of spaces (“objects”) and
maps between spaces (“morphisms”).

Examples:
(1) (Topological category) Topological spaces and continuous maps.
(2) (Groups) Groups and homomorphisms.
(3) (Linear category) Vector spaces and linear transformations.

1.2. Review of linear algebra.

Definition 1.6. A vector spaceV over a fieldk = R or C is a setV equipped with two operations
V × V → V (called addition) andk × V → V (called scalar multiplication) s.t.

(1) V is anabelian groupunder addition.
(a) (Identity) There is a zero element0 s.t.0 + v = v + 0 = v.
(b) (Inverse) Givenv ∈ V there exists an elementw ∈ V s.t.v + w = w + v = 0.
(c) (Associativity)(v1 + v2) + v3 = v1 + (v2 + v3).
(d) (Commutativity)v + w = w + v.

(2) (a) 1v = v.
(b) (ab)v = a(bv).
(c) a(v + w) = av + aw.
(d) (a + b)v = av + bv.

1Figure out what “smallest” and “largest” mean.
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Note: Keep in mind the Zen of mathematics — we have defined objects (vector spaces), and now
we need to define maps between objects.

Definition 1.7. A linear mapφ : V → W between vector spaces overk satisfiesφ(v1 + v2) =
φ(v1) + φ(v2) (v1, v2 ∈ V ) andφ(cv) = c · φ(v) (c ∈ k andv ∈ V ).

Now, what is the analog ofhomeomorphismin the linear category?

Definition 1.8. A linear mapφ : V →W is anisomorphismif there exists a linear mapψ : W →
V such thatφ ◦ ψ = id andψ ◦ φ = id. (We often also sayφ is invertible.)

If V andW are finite-dimensional⋆,2 then we may take bases⋆ {v1, . . . , vn} and{w1, . . . , wm} and
represent a linear mapφ : V →W as anm× n matrixA. φ is then invertible if and only ifm = n
anddet(A) 6= 0.⋆

Examples of vector spaces:Let φ : V →W be a linear map of vector spaces.
(1) Thekernelkerφ = {v ∈ V | φ(v) = 0} is a vector subspace ofV .
(2) Theimageimφ = {φ(v) | v ∈ V } is a vector subspace ofW .
(3) LetV ⊂W be a subspace. Then thequotientW/V = {w+ V | w ∈ W} can be given the

structure of a vector space. Herew + V = {w + v | v ∈ V }.
(4) Thecokernelcoker φ = W/ imφ.

2
⋆ means you should look up its definition.
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2. REVIEW OF DIFFERENTIATION

2.1. Definitions. Let f : Rm → Rn be a map. The discussion carries over tof : U → V for open
setsU ⊂ Rm andV ⊂ Rn.

Definition 2.1. The mapf : Rm → Rn is differentiableat a pointx ∈ Rm if there exists a linear
mapL : Rm → R

n satisfying

(1) lim
h→0

|f(x+ h)− f(x)− L(h)|

|h|
= 0,

whereh ∈ R
m − {0}. L is called thederivative off atx and is usually written asdf(x).

Exercise: Show that iff : Rm → Rn is differentiable atx ∈ Rm, then there is a uniqueL which
satisfies Equation (1).

Fact 2.2. If f is differentiable atx, thendf(x) : Rm → Rn is a linear map which satisfies

(2) df(x)(v) = lim
t→0

f(x+ tv)− f(x)

t
.

We say that thedirectional derivativeof f atx in the direction ofv exists if the right-hand side
of Equation (2) exists. What Fact 2.2 says is that iff is differentiable atx, then the directional
derivative off atx in the direction ofv exists and is given bydf(x)(v).

2.2. Partial derivatives. Let ej be the usual basis element(0, . . . , 1, . . . , 0), where1 is in thejth
position. Thendf(x)(ej) is usually called thepartial derivativeand is written as∂f

∂xj
(x) or ∂jf(x).

More explicitly, if we writef = (f1, . . . , fn)
T (hereT means transpose), wherefi : Rm → R,

then
∂f

∂xj
(x) =

(
∂f1
∂xj

(x), . . . ,
∂fn
∂xj

(x)

)T
,

anddf(x) can be written in matrix form as follows:

df(x) =




∂f1
∂x1

(x) . . . ∂f1
∂xm

(x)
...

...
...

∂fn
∂x1

(x) . . . ∂fn
∂xm

(x)




The matrix is usually called theJacobian matrix.

Facts:
(1) If ∂i(∂jf) and∂j(∂if) are continuous on an open set∋ x, then∂i(∂jf)(x) = ∂j(∂if)(x).
(2) df(x) exists if all ∂fi

∂xj
(y), i = 1, . . . , n, j = 1, . . . , m, exist on an open set∋ x and each

∂fi
∂xj

is continuous atx.

Shorthand: Assumingf is smooth, we write∂αf = ∂α1

1 ∂α2

2 . . . ∂αk

k f whereα = (α1, . . . , αk).

Definition 2.3.
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(1) f is smoothor of classC∞ at x ∈ Rm if all partial derivatives of all orders exist atx.
(2) f is of classCk at x ∈ Rm if all partial derivatives up to orderk exist on an open set∋ x

and are continuous atx.

2.3. The Chain Rule.

Theorem 2.4 (Chain Rule). Let f : Rℓ → Rm be differentiable atx and g : Rm → Rn be
differentiable atf(x). Theng ◦ f : Rℓ → Rn is differentiable atx and

d(g ◦ f)(x) = dg(f(x)) ◦ df(x).

Draw a picture of the maps and derivatives.

Definition 2.5. A mapf : U → V is aC∞-diffeomorphism iff is a smooth map with a smooth
inversef−1 : V → U . (C1-diffeomorphisms can be defined similarly.)

One consequence of the Chain Rule is:

Proposition 2.6. If f : U → V is a diffeomorphism, thendf(x) is an isomorphism for allx ∈ U .

Proof. Let g : V → U be the inverse function. Theng ◦ f = id. Taking derivatives,dg(f(x)) ◦
df(x) = id as linear maps; this give a left inverse fordf(x). Similarly, a right inverse exists and
hencedf(x) is an isomorphism for allx. �
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3. MANIFOLDS

3.1. Topological manifolds.

Definition 3.1. A topological manifoldof dimensionn is a pair consisting of a topological space
X and a collectionA = {φα : Uα → Rn}α∈I of maps (called anatlasofX) such that:

(1) Uα is an open set ofX and∪α∈IUα = X,
(2) φα is a homeomorphism onto an open subsetφα(Uα) of Rn.
(3) (Technical condition 1)X is Hausdorff.
(4) (Technical condition 2)X is second countable.

Eachφα : Uα → Rn, also denoted by(Uα, φα), is called acoordinate chart.

Definition 3.2. A topological spaceX is Hausdorffif for anyx 6= y ∈ X there exist open setsUx
andUy containingx, y respectively such thatUx ∩ Uy = ∅.

Definition 3.3. A topological space(X, T ) is second countableif there exists a countable sub-
collectionT0 of T and any open setU ∈ T is a union (not necessarily finite) of open sets in
T0.

Exercise: Show thatS1 from Example 2A or 2B from Day 1 (already shown to be homeomorphic
from an earlier exercise) is a topological manifold.

Exercise: Give an example of a topological spaceX which is not a topological manifold. (You
may have trouble proving that it is not a topological manifold, though. You may also want to find
several different types of examples.)

Observe that in the land of topological manifolds, a square and a circle are the same, i.e., they are
homeomorphic! That is not the world we will explore — in otherwords, we seek a category where
squares are not the same as circles. In other words, we need derivatives!

3.2. Differentiable manifolds.

Definition 3.4. A smooth manifoldis a topological manifold(X,A = {φα : Uα → Rn}) satisfying
the following: For everyUα ∩ Uβ 6= ∅,

φβ ◦ φ
−1
α : φα(Uα ∩ Uβ) → φβ(Uα ∩ Uβ)

is a smooth map. The mapsφβ ◦ φ−1
α are calledtransition maps.

Note: In the rest of the course when we refer to a “manifold”, we meana “smooth manifold”,
unless stated otherwise.
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4. EXAMPLES OF SMOOTH MANIFOLDS

Today we give some examples of smooth manifolds.For each of the examples, you should also
verify the Hausdorff and second countable conditions!

(1)Rn is a smooth manifold.3 Atlas: {id : U = Rn → Rn} consisting of only one chart.

(2) Any open subsetU of a smooth manifoldM is a smooth manifold. Given an atlas{φα : Uα →
Rn}) for M , an atlas forU is {φα|U∩Uα : Uα ∩ U → Rn}.

(3) LetMn(R) be the space ofn× n matrices with real entries, and let

GL(n,R) = {A ∈Mn(R) | det(A) 6= 1}.

GL(n,R) is an open subset ofMn(R) ≃ Rn2

, hence is a smoothn2-dimensional manifold.
GL(n,R) is called thegeneral linear groupof n× n real matrices.

(4) If M andN are smoothm- andn-dimensional manifolds, then theirproductM × N can
naturally be given the structure of a smooth(m + n)-dimensional manifold. Atlas:{φα × ψβ :
Uα × Vβ → R

m ×R
n}, where{φα : Uα → R

m} is an atlas forM and{ψβ : Vβ → R
n} is an atlas

for N .

(5) S1 = {x2 + y2 = 1} is a smooth 1-dimensional manifold.

(i) One possible atlas: Open setsU1 = {y > 0}, U2 = {y < 0}, U3 = {x > 0}, U4 =
{x < 0}, together with projections to thex-axis or they-axis, as appropriate.Check the
transition maps!

(ii) Another atlas: Open setsU1 = {y 6= 1} andU2 = {y 6= −1}, together with stereographic
projections fromU1 to y = −1 andU2 to y = 1. The mapφ1 : U1 → R is defined
as follows: Take the lineL(x,y) which passes through(0, 1) and (x, y) ∈ U1. Then let
φ1 be thex-coordinate of the intersection point betweenL(x,y) andy = −1. The map
φ2 : U2 → R is defined similarly by projecting from(0,−1) to y = 1. Check the transition
maps!

(6) Sn = {x21 + · · ·+ x2n+1 = 1} ⊂ Rn+1. Generalize the discussion from (5).

(7) In dimension 2,S2, T 2, genusg surface.

(8) (Real projective space)RPn = (Rn+1 − {(0, . . . , 0)})/ ∼, where

(x0, x1, . . . , xn) ∼ (tx0, tx1, . . . , txn), t ∈ R− {0}.

RPn is called thereal projective spaceof dimensionn. The equivalence class of(x0, . . . , xn) is
denoted by[x0, . . . , xn].

3Strictly speaking, this should say “can be given the structure of a smooth manifold”. There may be more than one
choice and we have not yet discussed when two manifolds are the same.
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ConsiderU0 = {x0 6= 0} with the coordinate chartφ0 : U0 → Rn given by

[x0, x1, . . . , xn] =

[
1,
x1
x0
, . . . ,

xn
x0

]
7→

(
x1
x0
, . . . ,

xn
x0

)
.

Similarly, takeUi = {xi 6= 0} and defineφi : Ui → Rn. What about transition mapsφj ◦ φ
−1
i ?

(Explain this in detail.)

(9) (Group actions) The2-torusT 2 = R
2/Z2. The discrete groupZ2 acts onR2 by translation:

Z
2 × R

2 → R
2

((m,n), (x, y)) 7→ (m+ x, n+ y).

Note that for each fixed(m,n), we have a diffeomorphism

R
2 → R

2,

(x, y) 7→ (m+ x, n + y).

R2/Z2 is the set of orbits ofR2 under the action ofZ2. (One orbit is(x, y) + Z2.)
Equivalently, the2-torus is obtained from the “fundamental domain”[0, 1]× [0, 1] by identifying

(0, y) ∼ (1, y) and (x, 0) ∼ (x, 1), i.e., the sides and the top and the bottom. The assignment
R2 → R2/Z2, x 7→ [x], is injective when restricted to the interior of the fundamental domain.

Then-torusT n = Rn/Zn is defined similarly.

Next time: Try to answer the question of what it means for two atlases of the sameM to be “the
same”.
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5. SMOOTH FUNCTIONS AND SMOOTH MAPS

Today we discuss smooth functions on a manifold and smooth maps between manifolds.

5.1. Choice of atlas. Let (M, T ) be the underlying topological space of a manifold, andA1 =
{(Uα, φα)}, A2 = {(Vβ, ψβ)} be two atlases.

Question: When do they represent thesamesmooth manifold?

Definition 5.1. Two atlasesA1 andA2 onM arecompatibleif

φα(Uα ∩ Vβ)
ψβ◦φ

−1
α

−→ ψβ(Uα ∩ Vβ)

is a smooth map for all pairsUα ∩ Vβ 6= ∅.

If A1 andA2 are compatible, then we can takeA = A1 ∪A2 which is compatible with bothA1

andA2.

Definition 5.2. Given a smooth manifold(M,A), itsmaximal atlasAmax = {(Uα, φα)} is an atlas
which is compatible withA and contains every atlasA′ ⊃ A which is compatible withA.

5.2. Smooth functions.

Some more zen:You can study an object (such as a manifold) either by lookingat the object itself
or by looking at the space of functions on the object. In the topological category, the space of
functions would beC0(M), the space of continuous functionsf : M → R. The function space
perspective has been especially fruitful in algebraic geometry.

Question: What is the appropriate space of functions for a smooth manifold (M,A)?

Definition 5.3. Given a smooth manifold(M,A), a functionf :M → R is smoothif

f ◦ φ−1
α : φα(Uα) → R

is smooth for each coordinate chart(Uα, φα) ofA.

Note that the definition of a smooth function onM depends on the atlasA.

The space of smooth functionsf : M → R with respect toA is written asC∞
A (M). WhenA is

understood, we writeC∞(M).

Lemma 5.4. Two atlasesA1 andA2 are compatible if and only ifC∞
A1
(M) = C∞

A2
(M).

Proof. SupposeA1 = {(Uα, φα)} andA2 = {(Vβ, ψβ)} are compatible. It suffices to show that
C∞

A1
(M) ⊃ C∞

A2
(M). If f ∈ C∞

A2
(M), thenf ◦ ψ−1

β : ψβ(Vβ) → R is smooth for allβ. Now

(3) f ◦ φ−1
α : φα(Uα ∩ Vβ) → R

can be written as(f ◦ ψ−1
β ) ◦ (ψβ ◦ φ

−1
α ), and each off ◦ ψ−1

β andψβ ◦ φ−1
α is smooth (the latter is

smooth becauseA1 andA2 are compatible); hence (3) is smooth for allα andβ. This implies that
f ◦ φ−1

α : φα(Uα) → R is smooth for allα.
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SupposeC∞
A1
(M) = C∞

A2
(M). We use the existence ofbump functions, i.e., smooth functions

h : R → [0, 1] such thath(x) = 1 on [a, b] andh(x) = 0 onR− [c, d], wherec < a < b < d. (The
construction of bump functions is HW.)

In order to show that the transition maps

ψβ ◦ φ
−1
α : φα(Uα ∩ Vβ) → ψβ(Uα ∩ Vβ) ⊂ R

n

are smooth, we postcompose with the projectionπj : R
n → R to thejth R factor and show that

πj ◦ψβ ◦φ
−1
α is smooth. Givenx ∈ ψβ(Uα∩Vβ), letx ∈ Bε(x) ⊂ B2ε(x) ⊂ ψβ(Uα∩Vβ) be small

open balls aroundx. Using the bump functions we can construct a functionf on ψβ(Uα ∩ Vβ)
which equalsπj onBε(x) and0 outsideB2ε(x); f can be extended to the rest ofM by setting
f = 0. f is clearly inC∞(A2). SinceC∞

A1
(M) = C∞

A2
(M), f ◦ ψβ ◦ φ−1

α is smooth. This is
sufficient to show the smoothness ofπj ◦ ψβ ◦ φ

−1
α and hence ofψβ ◦ φ−1

α . �

Pullback: Let φ : X → Y be a continuous map between topological spaces. Then there is a
naturally definedpullback map

φ∗ : C0(Y ) → C0(X)

given byf 7→ f ◦ φ. Note that pullback iscontravariant, i.e., the direction is fromY toX, which
is the opposite from the original mapφ.

Consider the smooth manifold(M,A). If ψ :M → M is a homeomorphism, thenψ∗ : C0(M)
∼
→

C0(M). AlthoughC∞
A (M)

∼
→ ψ∗(C∞

A (M)), in generalC∞
A (M) 6= ψ∗(C∞

A (M)).

Definition 5.5. TwoC∞-structuresC∞
A1
(M) andC∞

A2
(M) are equivalentif there exists a homeo-

morphism ofM which takesC∞
A1
(M) ≃ C∞

A2
(M).

Amazing fact: (Milnor) S7 has several inequivalent smooth structures! (Not amazingly, S1 has
only one smooth structure.)

Major open question: (Smooth Poincaré Conjecture) How many smooth structures doesS4 have?

5.3. Smooth maps. In the category of smooth manifolds, we need to define the appropriate maps,
calledsmooth maps.

Definition 5.6. A mapφ : M → N between manifolds is smooth if for anyp ∈ M there exist
coordinate charts(Uα, φα), (Vβ, ψβ) such thatUα ∋ p, Vβ ∋ f(p), and the composition

φα(Uα)
φ−1
α→ Uα

φ
→ Vβ

ψβ
→ ψβ(Vβ)

is smooth.

Remark 5.7. For the above definition, we need to takeUα ∋ p which is “sufficiently small” so that
φ(Uα) ⊂ Vβ. So this means that we should be using a maximal atlas (or at least a “large enough”
atlas).

Lemma 5.8. φ :M → N is smoothif and only ifφ∗(C∞(N)) ⊂ C∞(M).
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The proof is similar to that of Lemma 5.4.

Definition 5.9. A smooth mapφ : M → N is a diffeomorphismif there exists a smooth inverse
φ−1 :M → N .

Upshot: Smooth maps between smooth manifolds can be “reduced” to smooth maps fromRn to
Rm.
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6. THE INVERSE FUNCTION THEOREM

6.1. Inverse function theorem.

Definition 6.1. A smooth mapf : M → N between two manifolds is adiffeomorphismif there is
a smooth inversef−1 : N →M .

The inverse function theorem, given below, is the most important basic theorem in differential
geometry. It says that an isomorphism in the linear categoryimplies a local diffeomorphism in the
differentiable category. Hence we can move from “infinitesimal” to “local”.

Theorem 6.2(Inverse function theorem). Let f : U → V be aC1 map, whereU andV are open
sets ofRn. If df(x) : Rn → Rn is an isomorphism, thenf is a local diffeomorphismnearx, i.e.,
there exist open setsUx ∋ x andVf(x) ∋ f(x) such thatf |Ux : Ux → Vf(x) is a diffeomorphism.

Partial proof. Refer to Spivak,Calculus on Manifoldsfor a complete proof.
Assume without loss of generality thatx = 0 andf(0) = 0. We will only show that for all

y ∈ V near0 there existsx′ ∈ U near0 such thatf(x′) = y. First pickx1 such thatdf(0)(x1) = y;
this is possible sincedf(0) is an isomorphism. We then comparef(x1) anddf(0)(x1) = y: By
the differentiability off , for any sufficiently smallε > 0 there existsδ > 0 such that whenever
|x1| < δ we have:

|f(x1)− f(0)− df(0)(x1)| = |f(x1)− y| ≤ ε|x1|.

In other words, the error|f(x1) − y| is much smaller than|x1|. Next we takex2 such that
df(x1)(x2) = y − f(x1). Then we have:

|f(x1 + x2)− f(x1)− df(x1)(x2)| = |f(x1 + x2)− y| ≤ ε|x2|.

Now, sincef is in the classC1, df(x̃) is invertible for allx̃ near0 and there exists a constantC > 0
such that the norm of(df(x̃))−1 is < C. Hence|x2| < C|y − f(x1)| < Cε|x1|. We then repeat
the process to obtainx1, x2, . . . , andf(x1 + x2 + . . . ) = y. (This process is usually calledNewton
iteration.) �

6.2. Illustrative example. Let f : R2 → R, (x, y) 7→ x2 + y2. We would like to analyze thelevel
setsf−1(a), wherea > 0. To that end, we consider

F : R2 → R
2, (x, y) 7→ (f(x, y), y).

Let us use coordinates(x, y) for the domainR2 and coordinates(u, v) for the rangeR2. We
compute:

dF (x, y) =

(
2x 2y
0 1

)
.

Let us restrict our attention to the portionx > 0. Sincedet(dF (x, y)) = 2x > 0, the inverse
function theorem applies and there is a local diffeomorphism between a neighborhoodU(x,y) ⊂ R

2

of a point(x, y) on the level setf(x, y) = a and a neighborhoodVF (x,y) of F (x, y) on the line
u = a.
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In particular,f−1(a)∩U(x,y) is mapped to{u = a}∩VF (x,y); in other words,F is a local diffeomor-
phism which “straightens out”f−1(a). Hencef−1(a), restricted tox > 0, is a smooth manifold.
Check the transition functions!

Interpreted slightly differently, the pairf, y can locally be used as coordinate functions onR2,
providedx > 0.

6.3. Rank. Recall that thedimensionof a vector spaceV is the cardinality of a basis forV . If V
is finite-dimensional, thenV ≃ Rm for somem, anddimV = m.

Definition 6.3. Therankof a linear mapL : V → W is the dimension ofim(L).

Definition 6.4. Therankof a smooth mapf : Rm → Rn at x ∈ Rm is the rank ofdf(x) : Rm →
Rn. The mapf hasconstant rankif the rank ofdf(x) is constant.

We can similarly define the rank of a smooth mapf : M → N at a pointx ∈ M by using local
coordinates.

Claim 6.5. The rank atx ∈M is constant under change of coordinates.

Proof. We compare the ranks ofd(ψα ◦ f ◦ φ−1
α ) andd(ψβ ◦ f ◦ φ−1

β ), whereφα : Uα → Rm,
ψα : Vα → Rn, Uα ⊂ M , Vβ ⊂ N , andφβ, ψβ are defined similarly. The invariance of rank is due
to the chain rule:

d(ψβ ◦ f ◦ φ−1
β ) = d((ψβ ◦ ψ

−1
α ) ◦ (ψα ◦ f ◦ φ−1

α ) ◦ (φ−1
α ◦ φβ))

= d(ψβ ◦ ψ
−1
α ) ◦ d(ψα ◦ f ◦ φ−1

α ) ◦ d(φ−1
α ◦ φβ),

and by observing thatd(ψβ ◦ ψ−1
α ) andd(φ−1

α ◦ φβ) are linear isomorphisms. �
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7. SUBMERSIONS AND REGULAR VALUES

7.1. Submersions.

Definition 7.1. LetU ⊂ Rm andV ⊂ Rn be open sets. A smooth mapf : U → V is asubmersion
if df(x) is surjective for allx ∈ U . (Note that this means thatm ≥ n and thatf has full rank.)

Definition 7.2. LetM be a manifold with maximal atlasA = {φα : Uα → R
m} and letN be

a manifold with maximal atlasB = {ψβ : Vβ → Rn}. Then a smooth mapf : M → N is a
submersionif all ψβ ◦ f ◦ φ−1

α are submersions, where defined.

Prototype: f : Rm × R
n → R

m, (x1, . . . , xm+n) 7→ (x1, . . . , xm).

Theorem 7.3(Implicit function theorem, submersion version). Let f : U → V be a submersion,
whereU ⊂ Rm and V ⊂ Rn are open sets withm ≥ n. Then for eachp ∈ U there exist
U ⊃ Up ∋ p and a diffeomorphismF : Up

∼
→ W ⊂ Rm such that

f ◦ F−1 :W → R
n

is given by
(x1, . . . , xm) 7→ (x1, . . . , xn).

Proof. Write f = (f1, . . . , fn) wherefi : U → R, and define the map

F : U → V × R
m−n,

(x1, . . . , xm) 7→ (f1, . . . , fn, xn+1, . . . , xm).

Here we choose the appropriatexn+1, . . . , xm (after possibly permuting some variables) so that
dF (x) is invertible. ThenF is a local diffeomorphism by the inverse function theorem,

f ◦ F−1(f1, . . . , fn, xn+1, . . . , xm) = (f1, . . . , fn),

andF satisfies the conditions of the theorem. �

Carving manifolds out of other manifolds: The implicit function theorem, submersion version,
has the following corollary:

Corollary 7.4. If f : M → N is a submersion, thenf−1(y), y ∈ N , can be given the structure of
a manifold.

Proof. The implicit function theorem above gives a coordinate chart about each point inf−1(y).
HW: Check the transition functions!! �

Example: The easy way to prove that the circleS1 = {x2 + y2 = 1} ⊂ R
2 can be given the

structure of a manifold is to consider the map

f : R2 − {(0, 0)} → R, f(x, y) = x2 + y2.

The Jacobian isdf(x, y) = (2x, 2y). Sincex andy are never simultaneously zero, the rank ofdf
is 1 at all points ofR2 − {(0, 0)} and in particular onS1. Using the implicit function theorem, it
follows thatS1 is a manifold.
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7.2. Regular values and Sard’s theorem.

Definition 7.5. Letf :M → N be a smooth map.

(1) A pointy ∈ N is a regular valueof f if df(x) is surjective for allx ∈ f−1(y).
(2) A pointy ∈ N is a critical valueof f if df(x) is not surjective for somex ∈ f−1(y).
(3) A pointx ∈M is a critical pointof f if df(x) is not surjective.

The implicit function theorem implies thatf−1(y) can be given the structure of a manifold ify
is a regular value off .

Example: LetM = {x3 + y3 + z3 = 1} ⊂ R3. Consider the map

f : R3 → R, (x, y, z) 7→ x3 + y3 + z3.

ThenM = f−1(1). The Jacobian is given bydf(x, y, z) = (3x2, 3y2, 3z2) and the rank of
df(x, y, z) is one if and only if(x, y, z) 6= (0, 0, 0). Since(0, 0, 0) 6∈ M , it follows that1 is a
regular value off . HenceM can be given the structure of a manifold.

Exercise: Prove thatSn ⊂ Rn+1 is a manifold.

Example: Zero sets of homogeneous polynomials inRPn. A polynomial f : Rn+1 → R is
homogeneous of degreed if f(tx) = tdf(x) for all t ∈ R − {0} andx ∈ R

n+1. The zero set
Z(f) of f is given by{[x0, . . . , xn] | f(x0, . . . , xn) = 0}. By the homogeneous condition,Z(f) is
well-defined. We can check whetherZ(f) is a manifold by passing to local coordinates.

For example, consider the homogeneous polynomialf(x0, x1, x2) = x30 + x31 + x32 of degree 3
onRP

2. Consider the open setU = {x0 6= 0} ⊂ RP
2. If we let x0 = 1, then onU ≃ R

2 we have
f(x1, x2) = 1+ x31 + x32. Check that0 is a regular value off(x1, x2)! The open sets{x1 6= 0} and
{x2 6= 0} can be treated similarly.

More involved example: Let SL(n,R) = {A ∈ Mn(R) | det(A) = 1}. SL(n,R) is called the
special linear groupof n× n real matrices. Consider the determinant map

f : Rn2

→ R, A 7→ det(A).

We can rewritef as follows:

f : Rn × · · · × R
n → R, (a1, . . . , an) 7→ det(a1, . . . , an),

whereai are column vectors andA = (a1, . . . , an) = (aij).

First we need some properties of the determinant:

(1) f(e1, . . . , en) = 1.
(2) f(a1, . . . , ciai + c′ia

′
i, . . . , an) = ci · f(a1, . . . , ai, . . . , an) + c′i · f(a1, . . . , a

′
i, . . . , an).

(3) f(. . . , ai, ai+1, . . . ) = −f(. . . , ai+1, ai, . . . ).

(1) is a normalization, (2) is calledmultilinearity, and (3) is called thealternating property. It turns
out that (1), (2), and (3) uniquely determine the determinant function.
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We now computedf(A)(B):

df(A)(B) = lim
t→0

f(A+ tB)− f(A)

t

= lim
t→0

det(a1 + tb1, . . . , an + tbn)− det(a1, . . . , an)

t

= lim
t→0

det(a1, . . . , an) + t[det(b1, a2, . . . , an) + det(a1, b2, . . . , an)

t
+ · · ·+ det(a1, . . . , an−1, bn)] + t2(. . . )− det(a1, . . . , an)

t
=det(b1, a2, . . . , an) + · · ·+ det(a1, . . . , an−1, bn)

It is easy to show that1 is a regular value ofdf (it suffices to show thatdf(A) is nonzero for any
A ∈ SL(n,R)). For example, takeb1 = ca1 wherec ∈ R andbi = 0 for all i 6= 1.

Theorem 7.6(Sard’s theorem). Letf : U → V be a smooth map. Thenalmost every pointy ∈ Rn

is a regular value.

The notion ofalmost every pointwill be made precise later. But in the meantime:

Reality Check: In Sard’s theorem what happens whenm < n?
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8. IMMERSIONS AND EMBEDDINGS

8.1. Some more point-set topology.We first review some more point-set topology. LetX be a
topological space.

(1) A subsetV ⊂ X is closedif its complementX − V = {x ∈ X | x 6∈ V } is open.
(2) TheclosureV of a subsetV ⊂ X is the smallest closed set containingV .
(3) A subsetV ⊂ X is denseif U ∩ V 6= ∅ for every open setU . In other words,V = X.
(4) A subsetV ⊂ X is compactif it satisfies the followingfinite covering property: any open

cover{Uα} of V (i.e., theUα are open and∪αUα = V ) admits a finite subcover.
(5) A metric space is compact if and only if every sequence hasa convergent subsequence.
(6) A subset of Euclidean space is compact if and only if it is closed andbounded, i.e., is a

subset of someBr(y).
(7) A mapf : X → Y is proper if the preimagef−1(V ) of every compact setV ⊂ Y is

compact. (Remark: Iff : X → Y is continuous, then the image of every compact set is
compact.)

8.2. Immersions.

Definition 8.1. LetU ⊂ Rm andV ⊂ Rn be open sets. A smooth mapf : U → V is animmersion
if df(x) is injective for allx ∈ U . (Note this meansn ≥ m.) A smooth mapf : M → N between
manifolds is animmersionif f is an immersion with respect to all local coordinates.

Prototype: f : Rm → Rn, n ≥ m, (x1, . . . , xm) 7→ (x1, . . . , xm, 0, . . . , 0).

Theorem 8.2(Implicit function theorem, immersion version). Let f : U → V be an immersion,
whereU ⊂ Rm andV ⊂ Rn are open sets. Then for anyp ∈ U , there exist open setsU ⊃ Up ∋ p,
V ⊃ Vf(p) ∋ f(p) and a diffeomorphismG : Vf(p)

∼
→W ⊂ R

n such that

G ◦ f : Up → R
n

is given by
(x1, . . . , xm) → (x1, . . . , xm, 0, . . . , 0).

Proof. The proof is similar to that of the submersion version. Definethe map

F : U × R
n−m → R

n,

(x1, . . . , xm, ym+1, . . . , yn) 7→ (f1(x), . . . , fm(x), fm+1(x) + ym+1, . . . , fn(x) + yn),

wherex = (x1, . . . , xm) andf(x) = (f1(x), . . . , fn(x)). We can check thatdF is nonsingular
after possibly reordering thef1, . . . , fn and thatF−1 ◦ f : Up → Rn is given by

(x1, . . . , xm) 7→ (x1, . . . , xm, 0, . . . , 0).

We then setG = F−1. �

Zen: The implicit function theorem tells us that under a constantrank condition we may assume
that locally we can straighten our manifolds and maps and pretend we are doing linear algebra.
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Examples of immersions:
(1) Circle mapped to figure 8 inR2.
(2) The mapf : R → C, t 7→ eit, which wraps around the unit circleS1 ⊂ C infinitely many

times.
(3) The mapf : R → R2/Z2, t 7→ (at, bt), whereb/a is irrational. The image off is densein

R
2/Z2.

8.3. Embeddings and submanifolds.We upgrade immersionsf :M → N as follows:

Definition 8.3. An embeddingf : M → N is an immersion which is one-to-one and proper. The
image of an embedding is called asubmanifoldofN .

The “pathological” examples above are immersions but not embeddings. Why? (1) and (2) are not
one-to-one and (3) is not proper.

Proposition 8.4. LetM andN be manifolds of dimensionm andn with topologiesT andT ′. If
f :M → N is an embedding, thenf−1(T ′) = T .

Proof. It suffices to show thatf−1(T ′) ⊃ T , since a continuous mapf satisfiesf−1(T ′) ⊂ T . Let
x ∈ M andU be a small open set containingx. Then by the implicit function theoremf can be
written locally asU → Rn, x′ 7→ (x′, 0) (where we are usingx′ to avoid confusion withx). We
claim that there is an open setV ⊂ Rn such thatV ∩ f(M) = f(U): Arguing by contradiction,
suppose there existy ∈ f(U) and a sequence{xi}∞i=1 ⊂ M such thatf(xi) → y butf(xi) 6∈ f(U).
The set{y} ∪ {f(xi)}

∞
i=1 is compact, so{f−1(y)} ∪ {xi}

∞
i=1 is compact by properness, where we

are recalling thatf is one-to-one. By compactness, there is a subsequence of{xi} which converges
to f−1(y). This implies thatxi ∈ U andf(xi) ∈ f(U) for sufficiently largei, a contradiction. �
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9. TANGENT SPACES, DAY I

9.1. Concrete example.ConsiderS2 = {x2 + y2 + z2 = 1} ⊂ R3. We recall the defini-
tion/computation of thetangent planeT(a,b,c)S2 from multivariable calculus. We use the fact that
S2 is the preimage of the regular value1 of f , where

f : R3 → R, f(x, y, z) = x2 + y2 + z2 − 1.

The derivative off at the point(a, b, c) is:

df(a, b, c)(x, y, z)T = (2a, 2b, 2c)(x, y, z)T .

The tangent directions are directions(x, y, z) wheredf(a, b, c)(x, y, z)T = 0. Therefore, the tan-
gent plane is the plane through(a, b, c) which is parallel toax+ by + cz = 0. More explicitly,

T(a,b,c)S
2 = {ax+ by + cz = a2 + b2 + c2 = 1}.

Definition 9.1. LetM be a submanifold ofRn. Then we can defineTpM as follows: Pick a small
neighborhoodUp ⊂ Rn of p and a functionf : Up → Rm such thatM ∩ Up is a level set off .
ThenTpM is the set of vectorsv ∈ Rn such thatdf(p)(v) = 0.

Some issues with this definition:
(1) Need to verify thatTpM does not depend on the choice off : Up → Rm. (Not so serious.)
(2) The definition seems to depend on howM is embedded inRn. In other words, the definition

is not intrinsic.
We will give several definitions ofTpM which are intrinsic, in increasing order of abstraction!!

9.2. First definition. LetM be a smoothn-dimensional manifold. IfU ⊂M is an open set, then
letC∞(U) be the set of smooth functionsf : U → R.

Notation: Let f, g : U → R whereU ⊂ R. Thenf = O(g) if there exists a constantC such that
|f(t)| ≤ C|g(t)| for all t sufficiently close to0. For example,t = cos t+O(t3) neart = 0.

Definition 9.2 (First definition). Thetangent spaceT (1)
p M (here(1) is to indicate that it’s the first

definition) toM at p is the set of equivalence classes

T (1)
p (M) = {smooth curvesγ : (−εγ, εγ) →M, γ(0) = p}/ ∼,

whereγ1 ∼ γ2 if f ◦γ1(t) = f ◦γ2(t)+O(t
2) for all pairs (f, U) whereU is an open set containing

p andf ∈ C∞(U). Hereεγ > 0 is a constant which depends onγ.

Let x1, . . . , xn be coordinate functions for an open setU ⊂M .

Theorem 9.3(Taylor’s theorem). Letf : U ⊂ R
n → R be a smooth function and0 ∈ U . Then we

can write
f(x) = a+

∑

i

aixi +
∑

i,j

aij(x)xixj ,

on an open rectangle(−a1, b1)× · · ·× (−an, bn) ⊂ U which contains0, wherea, ai are constants
andaij(x) are smooth functions.
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Proof. We prove the theorem for one variablex. By the Fundamental Theorem of Calculus,

g(1)− g(0) =

∫ 1

0

g′(t)dt.

Substitutingg(t) = f(tx) and integrating by parts (i.e.,
∫
udv = uv −

∫
vdu) with u = d

dt
f(tx)

andv = t− 1 we obtain:

f(x)− f(0) =

∫ 1

0

d

dt
f(tx)dt

= x · f ′(tx) · (t− 1)|
t=1
t=0 −

∫ 1

0

(t− 1)x2 · f ′′(tx)dt

= −xf ′(0)(−1)− x2
∫ 1

0

(t− 1)f ′′(tx)dt

= f ′(0) · x+ h(x) · x2.

Here we writeh(x) = −
∫ 1

0
(t− 1)f ′′(tx)dt. This gives us the desired result

f(x) = f(0) + f ′(0) · x+ h(x) · x2

for one variable. �

Corollary 9.4. γ1 ∼ γ2 if and only ifxi(γ1(t)) = xi(γ2(t)) +O(t2) for i = 1, . . . , n.

Corollary 9.5. If M is a submanifold ofRm, thenγ1 ∼ γ2 if and only ifγ′1(0) = γ′2(0).

Remark: At this point it’s not clear whetherT (1)
p M has a canonical vector space structure. Here’s

one possible definition: Choose coordinatesx = (x1, . . . , xn) aboutp = 0. If we write γ1, γ2 ∈

T
(1)
p M with respect tox, then we can do additionx ◦ γ1 + x ◦ γ2 and scalar multiplicationcx ◦ γ1.

However, the above vector space structure depends on the choice of coordinates. Of course we
can show that the definition does not depend on the choice of coordinates, but the vector space
structure is clearly canonical in the definition ofT (2)

p M from next time.
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10. TANGENT SPACES, DAY II

10.1. Sheaf-theoretic notions.We first discuss some sheaf-theoretic notions.

The setC∞(U) of smooth functionsf : U → R is analgebra overR, i.e., it has operationsc · f ,
f · g, f + g, wherec ∈ R andf, g ∈ C∞(U).

Let V ⊂M be any set, not necessarily open. Then we define

C∞(V ) = {(f, U) | U ⊃ V, f : U → R smooth}/ ∼ .

Here(f1, U1) ∼ (f2, U2) if there existsV ⊂ U ⊂ U1 ∩ U2 for which f1|U = f2|U . When we refer
to asmooth function onV , what we really mean is an element ofC∞(V ), since we need open sets
to define derivatives.

Given open setsU1 ⊂ U2, there exists a naturalrestriction mapρU2

U1
: C∞(U2) → C∞(U1),

f 7→ f |U1
. ThenC∞(V ) is thedirect limit⋆ of C∞(U) for all U containingV .

Example: WhenV = {p}, C∞({p}) (written simply asC∞(p)), is called thestalkat the pointp
or the set ofgerms of smooth functionsatp.

10.2. Second definition.

Definition 10.1 (Second definition). A derivationis an R-linear mapX : C∞(p) → R which
satisfies the Leibniz rule:

X(fg) = X(f) · g(p) + f(p) ·X(g).

The tangent spaceT (2)
p M is the set of derivations atp.

By definition,T (2)
p M is clearly a vector space overR.

Remark: It does not matter whetherM is a manifold — it could have been Euclidean space
instead, sinceC∞(p) only depends on a small neighborhood ofp.

Exercise: If X is a derivation, thenX(c) = 0, c ∈ R.

Examples.
(1) Xi =

∂
∂xi

. Take local coordinate functionsx1, . . . , xn nearp = 0. Then letX(f) = ∂f
∂xi

(0).
Check: this is indeed a derivation and∂

∂xi
(xj) = δij .

(2) Givenγ : (−ε, ε) → M with γ(0) = p, defineX(f) = (f ◦ γ)′(0). This is usually called
thedirectional derivative off in the directionγ. It is easy to check that twoγ ∼ γ′ give
rise to the same directional derivative.

Lemma 10.2. If M is ann-dimensional manifold, thendim T
(2)
p M = n.

Proof. Take local coordinatesx1, . . . , xn so thatp = 0. Let Xi = ∂
∂xi

. ThenXi(xj) = δij

and clearly theXi are linearly independent. ThusdimT
(2)
p M ≥ n. Now, given some derivation

X, supposeX(xi) = bi. Then the derivationY = X −
∑

j bjXj satisfiesY (xi) = 0 for all
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xi. By Taylor’s Theorem, anyf ∈ C∞(p) can be written asa +
∑
aixi +

∑
aijxixj . By the

derivation property, all the quadratic and higher terms vanish, and henceY (f) = 0. Therefore
dimT

(2)
p M = n. �

Lemma 10.3.The first two definitions ofTpM are equivalent.

Proof. Givenγ : (−ε, ε) → M with γ(0) = p, we defineX(f) = (f ◦ γ)′(0) as in the example.
Since we already calculateddimTpM = n for the first and second definitions, we see this map is
surjective and hence an isomorphism. �

10.3. Third definition. DefineFp ⊂ C∞(p) to be germs of functions which are0 at p. Fp is an
ideal of C∞(p). This means that iff ∈ Fp andg ∈ C∞(p), thenfg ∈ Fp. Let F2

p ⊂ Fp be the
ideal ofC∞(p) generated by products of elements ofFp, i.e., consisting of elements

∑
fiφjφk,

whereφj , φk ∈ Fp.

Definition 10.4 (Third definition). T (3)
p M = (Fp/F

2
p )

∗, i.e.,T (3)
p M is the dual vector space (the

space ofR-linear functionals) ofFp/F
2
p .

Equivalence ofT (2)
p M andT (3)

p M : Recall that a derivationX : C∞(p) → R satisfiesX(const) =
0. Show thatX : Fp → R factors throughF2

p . (Pretty easy, since it’s a derivation.) Hence we have

a linear mapT (2)
p M → T

(3)
p M . Now note thatdim(Fp/F

2
p ) = n by Taylor’s Theorem.

Fp/F
2
p is called thecotangent spaceatp, and is denotedT ∗

pM . If f ∈ C∞(p), thenf−f(p) ∈ Fp,
and is denoteddf(p), when viewed as an element[f − f(p)] ∈ Fp/F

2
p .
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11. THE TANGENT BUNDLE

11.1. The tangent bundle. Let TM = ⊔p∈MTpM . This is called thetangent bundle. We explain
how to topologize (i.e., give a topology) and give a smooth structure on the tangent bundle.

Consider the projectionπ : TM → M which sends anyq ∈ TpM to p. Let U ⊂ M be an open
set with coordinatesx1, . . . , xn. Since an elementq ∈ TpM is written as

∑n
i=1 ai

∂
∂xi

, we identify
π−1(U) ≃ U ×Rn by sending the pointq ∈ TM to (x1, . . . , xn, a1, . . . , an). By this identification
we can induce a topology onπ−1(U) from U × Rn; at the same time, we also obtain a local chart
for π−1(U).

Check the transition functions. Let x = (x1, . . . , xn) be coordinates onU andy = (y1, . . . , yn)
be coordinates onV . We need to show that the induced topologies onπ−1(U) andπ−1(V ) are
consistent and that the transition functions onπ−1(U ∩ V ) are smooth.

Let (x, a) be coordinates onπ−1(U) and (y, b) be coordinates onπ−1(V ). Think of y as a
function ofx onU ∩ V . Write ∂y

∂x
= ( ∂yi

∂xj
). In terms ofy coordinates,

∑
ai

∂

∂xi
=
∑

ai
∂yj
∂xi

∂

∂yj
.

This is easily verified by thinking of evaluation on functions. Thus,bj =
∑

i ai
∂yj
∂xi

.

Thenq ∈ TM corresponds to(x, a) or (y, ∂y
∂x
a), wherea is viewed as a column matrix.

Computation of the Jacobian of the transition function. The Jacobian matrix of the transition
map(x, a) 7→ (y, ∂y

∂x
a) is:

(
∂y
∂x

∂y
∂a

∂b
∂x

∂b
∂a

)
=

(
∂y
∂x

0∑
k

∂2yi
∂xj∂xk

ak
∂y
∂x

)
.

The two terms on the bottom are obtained by differentiatingbi =
∑

k
∂yi
∂xk

ak.

Thus we obtain a smooth manifoldTM and aC∞-functionTM
π
→M .

11.2. Examples of tangent bundles.

Example: The tangent bundle ofU ⊂ Rn. TU ≃ U × Rn ⊂ Rn × Rn. A tangent vector
is described by a point(x1, . . . , xn) ∈ U , together with a tangent direction(a1, . . . , an) ∈ Rn,
written as

∑
i ai

∂
∂xi

.

Example: S2 ⊂ R
3, S2 = {x21 + x22 + x23 = 1}. A multivariable calculus definition ofTS2

is the following: Think ofTS2 ⊂ R3 × R3 with coordinates(x, y) wherex = (x1, x2, x3) and
y = (y1, y2, y3). At x ∈ S2, TxS2 is the set of pointsy such thatx · y = 0. Therefore:

TS2 = {(x, y) ∈ R
3 × R

3 | |x| = 1, x · y = 0}.
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HW: Show that the tangent bundleTS2 defined in this way is diffeomorphic to our “official defi-
nition” of the tangent bundle.

11.3. Complex manifolds.

More abstract example:S2 defined by gluing coordinate charts. LetU = R2 andV = R2, with
coordinates(x1, y1), (x2, y2), respectively. Alternatively, think ofR2 = C. TakeU ∩V = C−{0}.
The transition function is:

U − {0}
φUV−→ V − {0},

z 7→
1

z
,

with respect to complex coordinatesz = x+ iy. With respect to real coordinates,

(x, y) 7→

(
x

x2 + y2
,−

y

x2 + y2

)
.

S2 has the structure of acomplex manifold.

Definition 11.1. A functionφ : C → C is holomorphic(or complex analytic) if

dφ

dz
= lim

h→0

φ(z + h)− φ(z)

h

exists for allz ∈ C. Hereh ∈ C− {0}.
A functionφ : Cn → Cm is holomorphic if

∂φ

∂zi
= lim

h→0

φ(z1, . . . , zi + h, . . . , zn)− φ(z1, . . . , zn)

h

exists for allz = (z1, . . . , zn) andi = 1, . . . n.

Definition 11.2. A complex manifold is a topological manifold with an atlas{Uα, φα}, where
φα : Uα → Cn andφβ ◦ φ−1

α : Cn → Cn is a holomorphic map.

Remark: A holomorphic mapf : C → C, when viewed as a mapf : R2 → R2, is a smooth map.
Hence a complex manifold is automatically a smooth manifold.

Compute the Jacobians.Rewriting as a mapφUV : R2 − {0} → R2 − {0}, we compute:

JφUV
=




∂
∂x

(
x

x2+y2

)
∂
∂y

(
x

x2+y2

)

∂
∂x

(
−y

x2+y2

)
∂
∂y

(
−y

x2+y2

)

 =

1

(x2 + y2)2

(
y2 − x2 −2xy
2xy y2 − x2

)
.

Remark: It is not a coincidence thata11 = a22 anda21 = −a12.

Explain thatTS2 is obtained by gluing two copies of(R2 − {0})× R2 together via a map which
sends(a1, a2)T over(x1, y1) to J(a1, a2)T over(x2, y2).
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12. COTANGENT BUNDLES AND 1-FORMS

12.1. The cotangent bundle. An element of the cotangent spaceT ∗
pM is df(p) = [f − f(p)],

which we often write without brackets. It is not hard to see that if x1, . . . , xn are local coordi-
nates nearp, thendx1(p), . . . , dxn(p) are linearly independent and hence form a basis forT ∗

pM .
Therefore, an element ofT ∗

pM can be written as
∑
aidxi.

We now “topologize” thecotangent bundleT ∗M = ⊔pT
∗
pM . Again we have a projection

π : T ∗M → M . Given a coordinate chartU ⊂ M , we identifyπ−1(U) ≃ U × R
n. This induces

the topology and smooth structure onπ−1(U).

Transition functions. Take chartsU, V ⊂M , and coordinatizeπ−1(U) andπ−1(V ) by (x, a) and
(y, b), wherea corresponds to

∑
aidxi andb corresponds to

∑
bidyi.

Lemma 12.1.On the overlapU ∩ V , dyi =
∑

j
∂yi
∂xj
dxj.

Similarly, if f is a smooth function onU , thendf =
∑

j
∂f
∂xj
dxj .

Proof. If p ∈ U ∩ V , then, using Taylor’s theorem,

dyi(p) = yi(x)− yi(p) =
∑

j

∂yi
∂xj

(p)(xj − xj(p)) =
∑

j

∂yi
∂xj

(p)dxj(p).
�

We denote this more simply asdy = ∂y
∂x
dx. Thendx =

(
∂y
∂x

)−1
dy. Hence

∑
aidxi =

∑
ai[(

∂y
∂x
)−1]ijdyj

and(x, a) 7→ (y, (( ∂y
∂x
)−1)Ta), if we write a as a column matrix.

Exercise: Compute the Jacobian of the transition function.

12.2. Functoriality. Let f : M → N be a smooth map between manifolds. Then we can define
two natural maps.

Contravariant functor. f induces the mapC∞(f(p))
f∗

→ C∞(p) which restricts toFf(p)
f∗

→ Fp.
(Check this!) This descends to the quotient

f ∗ : T ∗
f(p)N → T ∗

pM,

dg 7→ dg ◦ f.

(The functor takes the category of “pointed smooth manifolds”, i.e., pairs(M, p) consisting of a
smooth manifold and a pointp ∈M and smooth mapsf : (M, p) → (N, f(p)), to the category of
R-vector spaces. The functor is contravariant, i.e., reverses directions.)

Covariant functor. f also induces the map

f∗ : TpM → Tf(p)N,

given byX 7→ X ◦ f ∗. (Here we are usingTpM = T
(2)
p M .) This makes sense:

T ∗
f(p)N

f∗

→ T ∗
pM

X
→ R.
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f∗ is often called thederivative map.

Exercise: Define the derivative map in termsT (1)
p M and show the equivalence with the definition

just given.

12.3. Properties of 1-forms.

Definition 12.2. LetT ∗M
π
→M be the cotangent bundle. A1-form overU ⊂M is a smooth map

s : U → T ∗M such thatπ ◦ s = id.

Note that a 1-form assigns an element ofT ∗
pM to a givenp ∈ M in a smooth manner. The space

of 1-forms onU is denotedΩ1(U). The space of 1-forms onU is anR-vector space.

1. We often writeΩ0(M) = C∞(M). Then there exists a mapd : Ω0(M) → Ω1(M), g 7→ dg.

2. Givenφ : M → N , there is no natural mapT ∗M → T ∗N unlessφ is a diffeomorphism.
However, there existsφ∗ : Ω1(N) → Ω1(M), θ 7→ φ∗θ. (φ∗θ is called thepullbackof θ.)

3. Letψ : L → M andφ : M → N be smooth maps between smooth manifolds and letθ be a
1-form onN . Then(φ ◦ ψ)∗θ = ψ∗(φ∗θ). [Exercise. Note however that the order of pulling back
is reasonable.]

4. There exists a commutative diagram:

Ω0(N)
φ∗

→ Ω0(M)
d ↓ 	 ↓ d

Ω1(N)
φ∗

→ Ω1(M)

,

i.e.,d ◦ φ∗ = φ∗ ◦ d. Check this for HW by unwinding the definitions.

5. d(gh) = gdh+ hdg. Check this for HW.

Example: θ = x2dy + ydx onR2. Consideri : R → R2, t 7→ (t, 0). Theni∗θ = 0.
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13. LIE GROUPS

13.1. Lie groups.

Definition 13.1. A Lie groupG is a smooth manifold together with smooth mapsµ : G×G→ G
(multiplication) andi : G→ G (inverse) which makeG into a group.

Definition 13.2. A Lie subgroupH ⊂ G is a subgroup ofG which is also a submanifold ofG.
A Lie group homomorphismφ : H → G is a homomorphism which is also a smooth map of the
underlying manifolds.

Examples:

(1) GL(n,R) = {A ∈Mn(R) | det(A) 6= 0}. We already showed that this is a manifold. The
productAB is defined by a formula which is polynomial in the matrix entries ofA andB,
soµ is smooth. Similarly prove thati is smooth.

(2) SL(n,R) = {A ∈Mn(R) | det(A) = 1} is a Lie subgroup ofGL(n,R).
(3) O(n) = {A ∈Mn(R) | AA

T = id}.
(4) SO(n,R) = SL(n,R) ∩ O(n).

More invariantly, given anR-vector spaceV , letGL(V ) be the group ofR-linear automorphisms
V

∼
→ V .

Definition 13.3. A Lie group representationis a Lie group homomorphismφ : G → GL(V ) for
someR-vector spaceV .

13.2. Extended example:O(n).

1. AAT = I implies det(AAT ) = det(I) ⇒ det(A) = ±1. Here we are usingdet(AB) =
det(A) · det(B) anddet(AT ) = det(A).

2. Note thatO(n) ⊂ GL(n,R) but O(n) is not quite a subgroup ofSL(n,R). O(n) has two
connected components

SO(n) = O(n) ∩ {det(A) = 1} = O(n) ∩ SL(n,R)

andA0 · SO(n) = O(n) ∩ {det(A) = −1}, whereA0 =

(
−1 0
0 1

)
∈ O(n) ∩ {det(A) = −1}.

3. ShowO(n) is a submanifold ofGL(n,R). Consider the mapφ : GL(n,R) → Sym(n) given
byA 7→ AAT , whereSym(n) is the symmetricn× n matrices with real coefficients. We compute
that

dφ(A)(B) = ABT +BAT = ABT + (ABT )T .

Since for any symmetric matrixC there is a solution to the equationABT = C (hereA is fixed
and we are solving forB), it follows thatdφ(A) is surjective.

4. dimO(n) = dimGL(n,R)− dim Sym(n) = n2 − n(n+1)
2

= n(n−1)
2

.
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5. SO(n) is the group of “rigid rotations” ofSn−1 ⊂ Rn. To see this, writeA = (a1, . . . , an)
T ,

whereai are column vectors. ThenAAT = id implies thataTi aj = δij, and{a1, . . . , an} forms an
orthonormal basis forRn with the usual inner product. (HW: The extra ingredient ofdet = 1 is
necessary forA to be a “rigid rotation”.)

6. Show compactness. SinceO(n) = φ−1(id), it follows thatO(n) is closed. It is also bounded by
the previous paragraph.

7. Exercise:SO(2). Elements are of the form(cos θ, sin θ;− sin θ, cos θ). ShowSO(2) is diffeo-
morphic toS1.

8. ConsiderSO(3). These are the rigid rotations ofS2 = {x2 + y2 + z2 = 1} ⊂ R3. Prove that
every elementA of SO(3) which is not the identity has a unique axis of rotation inR3. In other
words, there is a unique line through the origin inR3 which is fixed byA, andA is given by a
rotation about this axis.
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14. VECTOR BUNDLES

14.1. Vector bundles. The tangent bundleTM
π
→ M and the cotangent bundleT ∗M

π
→ M are

examples ofvector bundles.

Definition 14.1. A real vector bundle of rankk over a manifoldM is a pair (E, π : E → M) such
that:

(1) π−1(p) has a structure of anR-vector space of dimensionk.
(2) There exists a cover{Uα} ofM such thatπ−1(Uα)

∼
→ Uα × Rk which restricts to a vector

space isomorphismπ−1(p)
∼
→ Rk

A rank1 vector bundle is often called aline bundle.

(2) is usually stated as:π admits alocal trivialization.

Definition 14.2. Asectionof a vector bundleπ : E →M overU ⊂ M is a smooth maps : U → E
such thatπ ◦ s = id. A section overM is called aglobal section.

We writeΓ(E,U) for the space of sections ofE; we writeΓ(E) if U =M . Note thatΓ(E,U) has
anR-vector space structure.

Sections ofTM are calledvector fieldsand we often writeX(M) = Γ(TM). Sections ofT ∗M
are called1-formsand we often writeΩ1(M) = Γ(T ∗M).

14.2. Transition functions, reinterpreted. Considerπ : TM → M and local trivializations
π−1(U) ≃ U × R

n, π−1(V ) ≃ V × R
n. Let x = (x1, . . . , xn) be the coordinates forU and

y = (y1, . . . , yn) be the coordinates forV . We already computed the transition functions

φUV : (U ∩ V )× R
n → (U ∩ V )× R

n

(x, a) 7→ (y(x), ∂y
∂x
(x)a),

where the domain is viewed as a subset ofU ×R
n, the range is viewed as a subset ofV ×R

n, and
a = (a1, . . . , an)

T . Alternatively, think ofφUV as

ΦUV : U ∩ V → GL(n,R),

x 7→ ∂y
∂x
(x).

1. For double intersectionsU ∩ V , we haveΦUV ◦ ΦV U = id.

2. For triple intersectionsUα∩Uβ ∩Uγ with coordinatesx, y, z, we have∂z
∂x

= ∂z
∂y

· ∂y
∂x

(chain rule),
i.e.,

ΦUγUα = ΦUγUβ
◦ ΦUβUα.

This is usually called thecocycle condition.

What’s this cocycle condition? This cocycle condition (triple intersection property) is clearly
necessary if we want to construct a vector bundle by patchingtogether{Uα × Rn}. It guarantees
that the gluings that we prescribe, i.e.,ΦUαUβ

fromUα toUβ, etc. arecompatible.
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On the other hand, if we can find a collection{ΦUαUβ
} (for all Uα, Uβ), which satisfies the cocycle

condition, we can construct a vector bundle by gluing{Uα × Rn} using this prescription.

Considerπ : T ∗M → M . In a previous lecture we essentially computed that the transition
functionsΦUV : U ∩ V → GL(n,R) are given byx 7→ (( ∂y

∂x
(x))−1)T . The inverse and transpose

are both necessary for the cocycle condition to be met.

14.3. Constructing new vector bundles out ofTM . Let M be a manifold and{Uα} an atlas
for M . View TM as being constructed out of{Uα × Rn} by gluing using transition functions
ΦUαUβ

: Uα ∩ Uβ → GL(n,R) which satisfy the cocycle condition.

Consider a representationρ : GL(n,R) → GL(m,R).

Examples of representations:
(1) ρ : GL(n,R) → GL(1,R) = R×, A 7→ det(A).
(2) ρ : GL(n,R) → GL(n,R), A 7→ BAB−1.
(3) ρ : GL(n,R) → GL(n,R), A 7→ (A−1)T .

We can useρ and glueUα × Rm together using:

ρ ◦ ΦUαUβ
: Uα ∩ Uβ → GL(n,R) → GL(m,R).

Observe that the cocycle condition is satisfied sinceρ is a representation. Therefore we obtain a
new vector bundleTM ×ρ R

m, calledTM twisted byρ.

Examples of bundles obtained by twisting:
(1) Gives rise to a line bundle which is usually denoted

∧n TM .
(3) Gives the cotangent bundleT ∗M .
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15. MORE ON VECTOR BUNDLES; ORIENTABILITY

15.1. Orientability. Let GL+(k,R) ⊂ GL(k,R) be the Lie subgroup ofk × k matrices with
positive determinant. Observe thatGL(k,R), like O(k), is not connected, and has two connected
componentsGL+(k;R) anddiag(−1, 1, . . . , 1) ·GL+(k;R).

Let E
π
→ M be a rankk vector bundle,{Uα} be a maximal open cover ofM on which

π−1(Uα) ≃ Uα × Rk, and
ΦUαUβ

: Uα ∩ Uβ → GL(k,R),

be the transition functions.

Definition 15.1. E → M is anorientable vector bundleif there exists a subcover such that every
ΦUαUβ

factors throughGL+(k,R) (i.e., the image ofΦUαUβ
is inGL+(k,R)).

Definition 15.2. A manifoldM is orientableif TM →M is an orientable vector bundle.

It is not easy to prove, directly from the definition, that thefollowing examples arenotorientable.

Example: The Möbius bandB is obtained from[0, 1] × R by identifying (0, t) ∼ (1,−t). By
following an oriented basis along the length of the band, we see that the orientation is reversed
when we cross{1} × R. HenceB is not orientable.

Example: The Klein bottleK is obtained from[0, 1]× [0, 1] by identifying(0, t) ∼ (1, 1− t) and
(s, 0) ∼ (s, 1). It is not orientable.

Example: RP2 = R3 − {0}/ ∼, wherex ∼ tx, t ∈ R − {0}. This is the set of lines through
the origin ofR3. Take the unit sphereS2. ThenRP2 is the quotient ofS2, obtained by identifying
x ∼ −x. By following an oriented basis fromx to−x, we find thatRP2 is not orientable. Observe
that there is a two-to-one mapπ : S2 → RP2, which is called theorientation double cover.

Classification of compact 2-manifolds (surfaces).The oriented ones are:S2, T 2, surface of
genusg. The nonorientable ones are:RP2, Klein bottle, and one whose orientation double cover
is an orientable surface of genusg.

Remark 15.3. Recall
∧n TM from last time. The orientability ofM is equivalent to the existence

of a global sections ∈ Γ(
∧n TM,M) which is nonvanishing (i.e., never zero).

15.2. Complex manifolds. LetGL(n,C) = {A ∈Mn(C) | detA 6= 0}.

Claim 15.4. GL(n,C) is a Lie subgroup ofGL(2n,R).

Proof. We’ll explain ρ : GL(1,C) →֒ GL(2,R) and leave the general case as HW. Consider
z ∈ GL(1,C). If we write z = x+ iy, thenρ maps

z = x+ iy 7→

(
x −y
y x

)
.

It is easy to verify thatρ is a homomorphism (i.e., a representation). �



32 KO HONDA

Example: RecallS2 as a complex manifold, obtained by gluing togetherU = C andV = C via
the mapz 7→ 1

z
. The transition function, written in real coordinates(x, y), was:

ΦUV : U ∩ V → GL(2,R),

(x, y) 7→
1

(x2 + y2)2

(
y2 − x2 −2xy
2xy y2 − x2

)
.

By Claim 15.4 exists a factorization:

ΦUV : U ∩ V → GL(1,C) → GL(2,R).

Also note that the determinant is positive, soS2 is oriented.

Exercise: Show thatGL(n,C) ⊂ GL+(2n,R). This implies that complex manifolds are always
orientable.
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16. INTEGRATING 1-FORMS; TENSOR PRODUCTS

16.1. Integrating 1-forms.

Let C be an embedded arc inM , i.e., it is the image of some embeddingγ : [c, d] → M . In
addition, we assume thatC is oriented. In this case, the direction/orientation onC arises from the
usual ordering on the real line. Letω be a 1-form onM . Then we define theintegral of ω overC
to be:

∫

C

ω
def
=

∫ d

c

γ∗ω.

If t is the coordinate on[c, d], thenγ∗ω (in fact any 1-form) will have the formf(t)dt.

Lemma 16.1.The definition does not depend on the particular orientation-preserving parametriza-
tion γ : [c, d] →M .

Proof. Take a differentγ1 : [a, b] → M . Then there exists an orientation-preserving diffeomor-
phismg : [a, b] → [c, d] such thatγ1 = γ ◦ g. (In our case, orientation-preserving meansg(a) = c
andg(b) = d.) Now,γ∗1ω = (γ ◦ g)∗ω = g∗(γ∗ω), and

∫ d

c

γ∗ω =

∫ d

c

f(t)dt =

∫ b

a

f(g(s))dg(s) =

∫ b

a

γ∗1ω.
�

Now we know how to integrate 1-forms. Over the next few weeks we will define objects that we
can integrate on higher-dimensional submanifolds (not just curves), calledk-forms. For this we
need to do quite a bit of preparation.

16.2. Linear algebra. We define some notions in linear algebra. The vector spaces weare con-
cerned with do not need to be finite-dimensional, but you may suppose they are if you want.

Let V ,W be vector spaces overR.

1. (Direct sum)V ⊕W . As a set,V ⊕W = V ×W . Addition is given by(v1, w1) + (v2, w2) =
(v1 + v2, w1 + w2) and scalar multiplication is given byc(v, w) = (cv, cw). dim(V ⊕ W ) =
dim(V ) + dim(W ).

2. Hom(V,W ) = {R-linear mapsφ : V → W}. In particular, we haveV ∗ = Hom(V,R).
dim(Hom(V,W )) = dim(V ) · dim(W ).

3. (Tensor product)V ⊗W .

Informal definition.SupposeV andW are finite-dimensional, and let{v1, . . . , vm}, {w1, . . . , wn}
be bases forV andW , respectively. ThenV ⊗W is a vector space which has

{vi ⊗ wj | i = 1, . . . , m; j = 1, . . . , n}

as a basis. Elements ofV ⊗W are linear combinations
∑

ij aijvi ⊗ wj.
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Definition 16.2. LetV1, . . . , Vk, U be vector spaces. A mapφ : V1 × · · · × Vk → U is multilinear
if φ is linear in eachVi separately, i.e.,φ : {v1} × · · · × Vi × · · · × {vk} → U is linear for each
vj ∈ Vj , j 6= i. If k = 2, we sayφ is bilinear.

Formal definition.V ⊗W is a vector spaceZ together with a bilinear mapi : V ×W → Z, which
satisfies the followinguniversal mapping property. Given any bilinear mapφ : V ×W → U , there
exists a linear map̃φ : Z → U such thatφ = φ̃ ◦ i.

Actual construction.Start with thefree vector spaceF (S) generated by a setS. By this we mean
F (S) consists of finite linear combinations

∑
i aisi, wheresi ∈ S, ai ∈ R, and we are treating

distinctsi ∈ S as linearly independent. (In other words,S is a basis forF (S).) In our case we take
F (V ×W ).

In V ⊗W , we want finite linear combinations of things that look likev ⊗ w. We also would like
the following:

(v1 + v2)⊗ w = v1 ⊗ w + v2 ⊗ w,

v ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2,

c(v ⊗ w) = (cv)⊗ w = v ⊗ (cw).

We therefore considerR(V,W ) ⊂ F (V ×W ), the vector space generated by the “bilinear rela-
tions”

(v1 + v2, w)− (v1, w)− (v2, w),

(v, w1 + w2)− (v, w1)− (v, w2),

(cv, w)− c(v, w),

(v, cw)− c(v, w).

Then the quotient spaceF (V ×W )/R(V,W ) is V ⊗W .

Verification of universal mapping property.With V ⊗W defined as above, leti : V ×W → V ⊗W
be(v, w) 7→ v ⊗ w. The bilinearity ofi follows from the construction ofV ⊗W . (For example,
i(v1 + v2, w) = (v1 + v2)⊗w = v1 ⊗w+ v2 ⊗w = i(v1, w) + i(v2, w).) φ̃ maps

∑
i aivi⊗wi 7→∑

i aiφ(vi, wi). This map is well-defined because all the elements ofR(V,W ) get mapped to0.
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17. TENSOR AND EXTERIOR ALGEBRA

17.1. More on tensor products. Recall the definition of the tensor product asV ⊗W = F (V ×
W )/R(V,W ) and the universal property. The universal property is useful for the following reason:
If we want to construct a linear mapV ⊗W → U , it is equivalent to check the existence of a bilinear
mapV ×W → U .

Dimension ofV ⊗ W . SupposeV , W are finite-dimensional. Then we claimdim(V ⊗ W ) =
dimV · dimW . To see this, consider the mapV ∗⊗W → Hom(V,W ) which sendsf ⊗w 7→ fw,
wherefw : v 7→ f(v)w. The universal mapping property guarantees the well-definition of this
map. dimHom(V,W ) can be easily calculated to bedimV · dimW . Now, it suffice to check
surjectivity and injectivity. Surjectivity: letfi be dual to a basis{v1, . . . , vm} for V , i.e.,fi(vj) =
δij ; also let{w1, . . . , wn} be a basis forW . Then any linear map inHom(V,W ) is of the form∑
aijfiwj, i.e., comes from

∑
aijfi ⊗ wj. Details are left for HW.

Properties of tensor products.

(1) V ⊗W ≃W ⊗ V.
(2) (V ⊗W )⊗ U ≃ V ⊗ (W ⊗ U).

1. Worked out. It’s difficult to directly get a well-defined map V ⊗W → W ⊗ V , so start with
a bilinear mapV × W → W × V → W ⊗ V , where(v, w) 7→ w ⊗ v. It then lifts to a map
V ⊗W →W ⊗ V which sendsv ⊗ w 7→ w ⊗ v. It is easy to verify injectivity and surjectivity.

The second property ensures us that we do not need to write parentheses when we take a tensor
product of several vector spaces.

LetA : V → V andB : W →W be linear maps. Then we have

A⊕B : V ⊕W → V ⊕W

and
A⊗ B : V ⊗W → V ⊗W.

We denoteV ⊗k for thek-fold tensor product ofV . Then we have a representationρ : GL(V ) →
GL(V ⊗k), A 7→ A⊗ · · · ⊗ A. This gives us an associated vector bundle twisted byρ.

The tensor algebra.T (V ) = R ⊕ V ⊕ V ⊗2 ⊕ V ⊗3 + . . . . The multiplication is given by(v1 ⊗
· · · ⊗ vs)(vs+1 ⊗ · · · ⊗ vt) = v1 ⊗ · · · ⊗ vt.

17.2. The exterior algebra. We define
∧
V to beT (V )/I, whereI is a (2-sided) ideal generated

by elements of the formv⊗v, i.e., elements ofI are finite sums of terms that look likeη1⊗v⊗v⊗η2,
whereη1, η2 ∈ T (V ). Elements of

∧
V are denoted

∑
ai1...ikvi1 ∧· · ·∧vik . Then inT (V ) we have

v ∧ v = 0. Also note that(v1 + v2) ∧ (v1 + v2) = v1 ∧ v1 + v1 ∧ v2 + v2 ∧ v1 + v2 ∧ v2. The first
and last terms are zero, sov1 ∧ v2 = −v2 ∧ v1. Therefore, we may assume thati1 < · · · < ik in the
expression above.

∧
V is clearly an algebra, i.e., there is a multiplicationω ∧ η given elementsω,

η in
∧
V .
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We define
∧k V to be the degreek terms of

∧
V .

Alternating multilinear forms. A multilinear form φ : V × · · · × V → U is alternating if
φ(v1, . . . , vi, vi+1, . . . , vk) = −1 · φ(v1, . . . , vi+1, vi, . . . vk). Recall that transpositions generate
the full symmetric groupSk. If (1, . . . , k) 7→ (i1, . . . , ik), andσ is the number of transpositions
needed, thenφ(v1, . . . , vk) = (−1)σφ(vi1 , . . . , vik).

Universal property.
∧k V andi : V × · · ·×V →

∧k V satisfy the following. Given an alternating
multilinear mapφ : V × · · · × V → U , there is a linear map̃φ :

∧k V → U such thatφ = φ̃ ◦ i.

Proposition 17.1. Given a basis{e1, . . . , en} for V , a basis for
∧k V consists of degreek mono-

mialsei1∧· · ·∧eik with i1 < · · · < ik. Therefore,dim
∧k V = 0 for k > n, anddim

∧k V =

(
n
k

)

for k ≤ n.

If V = R3 with basis{e1, e2, e3}, then
∧0 V = R,

∧1 V = R{e1, e2, e3},
∧2 V = R{e1 ∧ e2, e1 ∧

e3, e2 ∧ e3},
∧3 V = R{e1 ∧ e2 ∧ e3}, and

∧k V = 0, k > 3.
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18. DIFFERENTIAL k-FORMS

18.1. Basis for
∧k V . We’ll give the proof of Proposition 17.1 in several steps. Itis easy to see

that{ei1 ∧· · ·∧eik | 1 ≤ i1, . . . , ik ≤ n} spans
∧k V . Moreover, by the anticommutation relations,

a∧ei∧ej ∧ b = −a∧ej ∧ei∧ b anda∧ei∧ei∧ b = 0, so{ei1 ∧· · ·∧eik | 1 ≤ i1 < · · · < ik ≤ n}

spans
∧k V .

1. If k > n,
∧k V = 0. This is clear since it is impossible to find1 ≤ i1 < · · · < ik ≤ n.

2. If k = n,
∧k V = R, and the basis is given bye1 ∧ · · · ∧ en. Sincee1 ∧ · · · ∧ en spans

∧k V , it
remains to show thate1 ∧ · · · ∧ en is nonzero! This is done by defining an alternating multilinear
form V × · · · × V → R (n copies ofV ). Then by the universal property,

∧n V cannot be zero and
hence must beR. Details are HW.

3. If 1 ≤ k < n, then we show that{ei1∧· · ·∧eik | 1 ≤ i1 < · · · < ik ≤ n} is linearly independent.
Indeed, suppose

∑
i1<···<ik

ai1,...,ikei1 ∧ · · · ∧ eik = 0. For each summand, there is a unique term
ej1 ∧ · · · ∧ ejn−k

which kills all the other summands and gives±ai1,...,ike1 ∧ · · · ∧ en. Hence this
implies that theai1,...,ik are zero.

Remark: For anyv1, . . . , vk ∈ V , v1 ∧ · · · ∧ vk 6= 0 in
∧k V if and only if v1, . . . , vk are linearly

independent.

18.2. Tensor calculus on manifolds.We have now constructedV ⊗k and
∧k V , given a finite-

dimensional vector spaceV . Also note that there exist natural representationsρ0 : GL(V ) →

GL(V ⊗k) andρ1 : GL(V ) → GL(
∧k V ).

Example: dimV = 2. Basis{v1, v2}.
∧
V has basis{1, v1, v2, v1 ∧ v2}. If A : V → V is linear

and sendsvi 7→ a1iv1 + a2iv2, i = 1, 2, thenA(v1 ∧ v2) = Av1 ∧Av2 = det(A)v1 ∧ v2.

Thus we can formTM ×ρ0 V
⊗k = ⊗kTM andTM ×ρ1

∧k V =
∧k TM . Also can form⊗kT

∗M

and
∧k T ∗M .

We’ll focus on
∧k T ∗M in what follows. Sections of

∧k T ∗M are calledk-forms and locally
look like:

ω =
∑

i1<···<ik

fi1,...,ikdxi1 ∧ · · · ∧ dxik .

Denote byΩk(M) the sections of
∧k T ∗M .

Pullback: Let φ : M → N be a smooth map between manifolds, andω a k-form. Then we can
define the pullbackφ∗ω in a manner similar to 1-forms:

φ∗ω =
∑

i1<···<ik

(fi1,...,ik ◦ φ) · dφi1 ∧ · · · ∧ dφik .
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Check:The global well-definition, i.e., independent of choice of coordinates.

18.3. The exterior derivative. We can define the extensiondk : Ωk → Ωk+1 of d : Ω0 → Ω1 as
follows (in local coordinatesx1, . . . , xn):

(1) If f ∈ Ω0, thendf =
∑

i
∂f
∂xi
dxi.

(2) If ω =
∑

I fIdxI ∈ Ωk, thendkω =
∑

I dfI ∧ dxI .
HereI = (i1, . . . , ik) is an indexing set anddxI = dxi1 ∧ · · · ∧ dxik . We will often suppress thek
in dk.

HW: Check thatdk is well-defined and independent of the choice of local coordinates.

Example onR3. ConsiderR3 with coordinates(x, y, z). Consider

Ω0 d
→ Ω1 d

→ Ω2 d
→ Ω3.

The firstd is thegradient

d : f 7→ df =
∂f

∂x
dx+

∂f

∂y
dy +

∂f

∂z
dz.

The secondd is thecurl

d : fdx+ gdy + hdz 7→

(
∂h

∂y
−
∂g

∂z

)
dydz + . . . .

The lastd is thedivergence

d : f1dy ∧ dz + f2dz ∧ dx+ f3dx ∧ dy 7→

(
∂f1
∂x

+
∂f2
∂y

+
∂f3
∂z

)
dx ∧ dy ∧ dz.

Note: We will often omit the∧.
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19. DE RHAM COHOMOLOGY

This material is nicely presented in Bott & Tu.

Lemma 19.1.The exterior derivatived satisfies the (skew-commutative) Leibniz rule:

(4) d(α ∧ β) = (dα) ∧ β + (−1)kα ∧ (dβ),

whereα ∈ Ωk andβ ∈ Ωl, andk or l may be zero (in which case we ignore the∧).

Lemma 19.2.dk ◦ dk−1 = 0.

Proof. Ford2 : Ω0 → Ω2, we compute:

d ◦ df = d

(∑

i

∂f

∂xi
dxi

)
=
∑

ij

∂2f

∂xixj
dxj ∧ dxi = 0.

Whenα = dxI , we verify thatdα = d(dxI) = 0.
Now if α = fIdxI , then

dα = dfI ∧ dxI + fId(dxI) = dfI ∧ dxI ,

d2α = (d2fI) ∧ dxI − dfI ∧ d(dxI) = 0,

which proves the lemma. �

Consider:

(5) 0 → Ω0 d0→ Ω1 d1→ Ω2 d2→ · · · → Ωn
dn→ 0,

wheren = dimM .

Example: If M = R3, thend0 = grad, d1 = curl, d2 = div. Thend2 = 0 is equivalent to
div(curl) = 0, curl(grad) = 0.

Sincedk ◦ dk−1 = 0, we haveIm dk−1 ⊂ Ker dk. This leads to the following definition:

Definition 19.3. Thekth de Rham cohomology group ofM is given by:

Hk
dR(M)

def
= Ker dk/ Im dk−1.

Definition 19.4. Let ω ∈ Ωk(M). Thenω is closed ifdω = 0 and isexactif ω = dη for some
η ∈ Ωk−1(M).

Facts: The de Rham cohomology groups are diffeomorphism invariants of the manifoldM , and
are finite-dimensional ifM is compact or admits a finite atlas.

Definition 19.5. A sequence of vector spaces. . . −→ C i di−→ C i+1 di+1

−→ C i+2 −→ . . . is said to
beexactif Im di−1 = Ker di for all i.
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The de Rham cohomology groups measure the failure of Equation 5 to beexact.

We will often writeHk(M) instead ofHk
dR(M).

Examples.

1. M = {pt}. ThenΩ0(M) = R andΩi(M) = 0, i 6= 0. We haveH0(pt) = R andH i(pt) = 0,
i > 0.

2. M = R. ThenΩ0(M) = C∞(R) andΩ1(M) ≃ C∞(R) because every1-form is of the form
fdx. Now,d : f 7→ df

dx
dx can be viewed as the map

d : C∞(R) → C∞(R),

f 7→ f ′.

It is easy to see thatKer d = {constant functions} and henceH0(R) = R. Next, Im d is all of
C∞(R), since given anyf we can take its antiderivative

∫ x
0
f(t)dt. Therefore,H1(R) = 0. Also

H i(R) = 0 for i > 1 sinceΩi = 0 for i > 1.

3.M = S1. View S1 asR/Z with coordinatesx. Then

Ω0(S1) = {Periodic functions onR with period1}.

Ω1(S1) is also the set of periodic functions onR by identifyingf(x)dx 7→ f(x). H0(S1) = R

as before. Now,H1(S1) = Ω1/ Im d andIm d is the space of allC∞-functionsf(x) with integral∫ 1

0
f(x)dx = 0. HenceH1(S1) = R. We also have anexact sequence:

0 → R → Ω0 d
→ Ω1

∫

→ R → 0.

Lemma 19.6.H0(M) ≃ R if M is connected.

Proof. df = 0 if and only if f is locally constant. �

Lemma 19.7. If M =M1 ⊔M2, thenHk(M) ≃ Hk(M1)⊕Hk(M2) for all k ≥ 0.

HW: Prove the lemma.
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20. DAY 19

20.1. Pullback. Let φ :M → N be a smooth map between manifolds.

Lemma 20.1.d ◦ φ∗ = φ∗ ◦ d.

HW: Verify the lemma. This follows easily by computing in local coordinates.

Corollary 20.2. There is an induced mapφ∗ : Hk(N) → Hk(M) on the level of cohomology.

Proof. Let ω be a closedk-form onN , i.e., ω ∈ Ωk(N) satisfiesdω = 0. Then,φ∗ω satisfies
dφ∗ω = φ∗(dω) = 0. Now, if ω is exact, i.e.,ω = dη, thenφ∗ω = φ∗dη = d(φ∗η) is exact as well.
�

20.2. Mayer-Vietoris sequences.This is a method for effectively decomposing a manifold and
computing its cohomology from its components.

LetM = U ∪ V , whereU andV are open sets. Then we have natural inclusion maps

(6) U ∩ V
iU ,iV−→ U ⊔ V

i
→M.

HereiU andiV are inclusions ofU ∩ V intoU and intoV .

Example: M = S1, U = V = R, U ∩ V = R ⊔ R.

Theorem 20.3.We have the following long exact sequence:

0 → H0(M)
i∗
→ H0(U)⊕H0(V )

i∗U−i∗V−→ H0(U ∩ V ) →

→ H1(M)
i∗
→ H1(U)⊕H1(V )

i∗U−i∗V−→ H1(U ∩ V ) →

→ . . .

Remark: 0 → A → B exact meansA → B is injective.A → B → 0 exact meansA → B is
surjective. Hence0 → A→ B → 0 implies isomorphism.

The proof of Theorem 20.3 will be given over the next couple oflectures, but for the time being
we will apply it:

Example: ComputeH i(S1) using Mayer-Vietoris.

20.3. Poincaré lemma. The following lemma is an important starting point when using the Mayer-
Vietoris sequence to compute cohomology groups.

Lemma 20.4(Poincaré lemma). Letω ∈ Ωk(Rn) for k ≥ 1. Thenω is closed if and only if it is
exact.

In other words,Hk(Rn) = 0 for k ≥ 1. We will give the proof later, together with some other
homotopy-theoretic properties.
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20.4. Partitions of unity.

Definition 20.5. Let {Uα} be an open cover ofM . Then a collection of functions{fα ≥ 0} is a
partition of unity subordinate to{Uα} if:

(1) Supp(fα) ⊂ Uα. Here the supportSupp(fα) of fα is the closure of{x ∈M | fα(x) 6= 0}.
(2) At every pointx ∈M , there exists a neighborhoodN(x) of x such that the set

{fα | fα|N(x) 6= 0}

is finite. If we writef1, . . . , fk for the nonzero functions, then
∑k

i=1 fi(x) = 1.

Proposition 20.6. If {Uα} is an open cover ofM , then there exists a partition of unity subordinate
to {Uα}.

Proof. The proof is done in stages.

Step 1.Consider the functionf : R → R:

f(x) =

{
e−1/x for x > 0
0 for x ≤ 0

It is easy to show thatf ≥ 0 andf is smooth.

Step 2.Takeg : R → R to begab(x) = f(x−a) · f(b−x). (Supposea < b.) Theng(x) is abump
function.

• g ≥ 0,
• supp(g) = [a, b],
• g > 0 on (a, b).

Step 3.Construct a bump function on[a1, b1]× · · · × [an, bn] ⊂ Rn with coordinates(x1, . . . , xn)
by lettingφ(x) = ga1b1(x1) . . . ganbn(xn). Thenφ is supported on[a1, b1] × · · · × [an, bn] and is
positive on the interior.

Step 4. We will only treat the case whereM is compact. For eachp ∈ M , choose an open
neighborhoodUp of p of the form (a1, b1) × · · · × (an, bn) whose closure is contained inside
someUα. For eachUp, constructφp as in Step 3. Now, sinceM is compact, there exists a finite
collection of{p1, . . . , pk} where{Upi} coverM . Note that

∑k
i=1 φp > 0 everywhere onM . If we

letψp =
φp∑
φp

, then
∑
ψp = 1. Finally, we associate to eachψp an open setUα for whichUp ⊂ Uα.

Thenψα is the sum of all theψp associated toUα. �
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21. SOME HOMOLOGICAL ALGEBRA

21.1. Short exact sequence.SupposeM = U ∪ V . Then we have

U ∩ V
iU ,iV−→ U ⊔ V

i
→M.

iU andiV are two inclusions, one intoU and the other intoV .

Proposition 21.1.The following is a short exact sequence.

(7) 0 → Ωi(M)
i∗
→ Ωi(U)⊕ Ωi(V )

i∗U−i∗V−→ Ωi(U ∩ V ) → 0.

Proof. We prove thati∗U − i∗V is surjective. (The rest of the exact sequence is easy.) Use apartition
of unity {ρU , ρV } subordinate to{U, V }. ThenρU + ρV = 1. Givenω ∈ Ωi(U ∩V ), considerρV ω
onU and−ρUω onV . This works. �

21.2. Short exact sequences to long exact sequences.Getting from the short exact sequence to
the long exact sequence is a purely algebraic operation.

Define acochain complex(C, d): · · · → C i di−→ C i+1 di+1

−→ C i+1 → . . . to be a sequence of vector
spaces and maps withdi+1 ◦ di = 0 for all i. (C, d) gives rise toH i(C) = Ker di/ Im di−1, theith
cohomology of the complex.

A cochain mapφ : A → B is:

dk−2

−−−→ Ak−1 dk−1

−−−→ Ak
dk−−−→ Ak+1 dk+1

−−−→

φk−1

y φk

y φk+1

y
dk−2

−−−→ Bk−1 dk−1

−−−→ Bk dk−−−→ Bk+1 dk+1

−−−→

which satisfiesdk ◦ φk = φk+1 ◦ dk.

A cochain mapφ : A → B induces a map on cohomology:

φ : Hk(A) → Hk(B).

The verification is identical to that of the special case of deRham.

Given an exact sequence0 → A
φ
→ B

ψ
→ C → 0, (i.e., we have collections of0 → Ai → Bi →

C i → 0 and all the maps are cochain maps),
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dk+1

x dk+1

x dk+1

x

0 −−−→ Ak+1 φk+1

−−−→ Bk+1 ψk+1

−−−→ Ck+1 −−−→ 0

dk

x dk

x dk

x

0 −−−→ Ak
φk−−−→ Bk ψk−−−→ Ck −−−→ 0

dk−1

x dk−1

x dk−1

x
we always get a long exact sequence:

. . . −−−→ Hk(A)
φk−−−→ Hk(B)

ψk−−−→ Hk(C)
δk−−−→

−−−→ Hk+1(A)
φk+1

−−−→ Hk+1(B)
ψk+1

−−−→ Hk+1(C)
δk+1

−−−→ . . .

Verification of Kerψk ⊃ Imφk. Suppose[b] ∈ Imφk. Thenb = φka + db′, wherea ∈ Ak and
b′ ∈ Bk−1. Now,ψkb = ψk(φka) + ψk(db

′) = d(ψk−1b
′). Therefore,[ψkb] = 0 ∈ Hk(C).

Verification of Kerψk ⊂ Imφk. Suppose[b] ∈ Kerψk. Thenψkb = dc′, c′ ∈ Ck−1. Next, use the
fact thatBk−1 → Ck−1 → 0 to find b′ ∈ Bk−1 such thatc′ = ψk−1b

′. Thenψkb = d(ψk−1b
′) =

ψk(db
′). Hence, by the exactness,b − db′ = φk(a) for somea ∈ Ak. (Check thatda = 0.) Thus,

φk[a] = [b].

Definition of δk : Hk(C) → Hk+1(A). Let [c] ∈ Hk(C). Thendc = 0. Also we haveb ∈ Bk

with ψkb = c by the surjectivity ofBk → Ck. Considerdb. Sinceψk+1(db) = d(ψkb) = dc = 0,
there exists ana ∈ Ak+1 such thatφk+1a = db. Let [a] = δk[c]. Here,da = 0, sinceφk+2(da) =
d(φk+1a) = d(db) = 0, andAk+2 → Bk+2 is injective. We need to show that this definition is
independent of the choice ofc, choice ofb, and choice ofa. This is left for HW.

HW: Verify the rest of the exactness.
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22. INTEGRATION

LetM be ann-dimensional manifold andω ∈ Ωn(M). We will try to make sense of
∫
M
ω.

22.1. Brief review of integration on Rn. For more details see Spivak.
Given a functionf : R = [a1, b1] × [an, bn] → R, take a partitionP = (P1, . . . , Pk) of R into

small rectangles. Consider the upper and lower bounds

U(f, P ) =
∑

i

sup(f |Pi
) · vol(Pi), L(f, P ) =

∑

i

sup(f |Pi
) · vol(Pi).

Definition 22.1. The functionf is Riemann-integrable(or simplyintegrable) if for anyε > 0 there
exists a partitionP such thatU(f, P )− L(f, P ) < ε. If f is integrable, then we define

∫

R

fdx1 . . . dxn = lim
P
U(f, P ) = lim

P
L(f, P ).

Similarly we can define
∫
U
fdx1 . . . dxn, whereU ⊂ R

n is an open set andf : U → R is a
function with compact support.

Theorem 22.2.If f is a continuous function with support on a compact set, thenf is integrable.

Change of variables formula.If g : [a, b] → [c, d] is smooth, then
∫ g(b)

g(a)

f =

∫ b

a

(f ◦ g)g′.

This can be rewritten as: ∫

g([a,b])

f =

∫

[a,b]

f ◦ g|g′|.

Let U , V ⊂ Rn be open sets with coordinates(x1, . . . , xn), (y1, . . . , yn), andφ : U
∼
→ V a

diffeomorphism. Then:

∫

V

f(y)dy1 . . . dyn =

∫

U

f(φ(x))

∣∣∣∣
∂φ

∂x

∣∣∣∣ dx1 . . . dxn.

In light of the change of variables formula,
∫
M
ω makes sense only whenM is orientable, since

the change of variables for ann-form does not have the absolute value. At any rate,n-forms
have the wonderful property of having the correct transformation property (modulo sign) under
diffeomorphisms.

22.2. Orientation. Recall thatM is orientableif there exists a subatlas{φα : Uα → Rn} such
that the JacobiansJαβ = d(φβ ◦ φ

−1
α ) have positive determinant.

Proposition 22.3.M is orientable if and only if there exists a nowhere zeron-formω onM .
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Proof. SupposeM is orientable. Take a partition of unity{fα} subordinate toUα. Let x1, . . . , xn
be the coordinates onUα. Constructωα = fαx1 ∧ · · · ∧ dxn. ωα is a smoothn-form onM with
support contained inUα. Let ω =

∑
α ωα. This is nowhere zero, since any(φα ◦ φ−1

β )∗ωβ =

fβ ◦ (φα ◦ φ−1
β ) det(Jβα)dx1 ∧ · · · ∧ dxn. The key point here is thatdet(Jβα) are positive, so

fβ ◦ (φα ◦ φ−1
β ) det(Jβα) ≥ 0. At any pointp ∈ M , at least onefα is positive, and theωα are

additive, soω is nowhere zero onM .
On the other hand, suppose there exists a nowhere zeron-form ω onM . GivenUα, we choose

coordinatesx1, . . . , xn so thatdx1 ∧ · · · ∧ dxn is a positive function timesω. Once we do this,
clearlyJαβ has positive determinant. �

Since then-form ω is nowhere zero, what this says is that
∧n T ∗M is isomorphic toM × R as a

vector bundle, i.e., is atrivial vector bundle.

On a connected manifoldM , any two nowhere zeron-formsω andω′ differ by a function, i.e.,
∃ a positive (or negative) functionf s.t.ω = fω′. We define an equivalence relationω ∼ ω′ if
ω = fω′ andf > 0. Then there exist two equivalence classes of∼ and each equivalence class is
called anorientationof M .

The standard orientation onRn is dx1 ∧ · · · ∧ dxn.

Equivalent definition of orientation. The setFr(V ) of ordered bases (orframes) of a finite-
dimensional vector spaceV of dimensionn is diffeomorphic toGL(V ) (albeit not naturally): Fix
an ordered basis(v1, . . . , vn). Then any other basis(w1, . . . , wn) can be written as(Av1, . . . , Avn),
A ∈ GL(V ). Therefore, there is a bijectionFr(V ) ≃ GL(V ), and we induce a smooth structure
on Fr(V ) from GL(V ). (Note however that there is a distinguished pointid ∈ GL(V ) but no
distinguished basis inFr(V ).) SinceGL(V ) has two connected components,Fr(V ) has two
components, and each component is called anorientationfor V . An orientationfor M is a choice
of orientation for eachTpM which is smooth inp ∈ M . [We can construct theframe bundle
Fr(M) = ⊔pFr(TpM) by topologizing as follows. Locally nearp, identify its neighborhood with
Rn and⊔p∈RnFr(TpR

n) = Fr(Rn)×Rn. The frame bundle is afiber bundleoverM whose fibers
are diffeomorphic toGL(V ).]

22.3. Definition of the integral. Choose an oriented atlas{φα : Uα → Rn} for M . We then
define: ∫

M

ω =
∑

α

∫

Uα

(φ−1
α )∗(fαω),

where{fα} is a partition of unity subordinate to{Uα}. We will often be lazy and write
∫
Uα
fαω

instead of
∫
Uα
(φ−1

α )∗(fαω) or
∫
Uα
(φα)∗(fαω)

HW: Check that the definition of
∫
M
ω does not depend on the choice of oriented atlas{φα : Uα →

Rn} as well as on the choice of{fα} subordinate to{Uα}.
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23. STOKES’ T HEOREM

23.1. Manifolds with boundary. We enlarge the class of manifolds by allowing ones “with bound-
ary”. These are locally modeled on the half-planeHn = {x1 ≤ 0} ⊂ Rn.

Definition 23.1. A Hausdorff, second countable topological space is amanifold with boundaryif
there exists an atlas{(Uα, φα)}, whereφα : Uα → H

n is a homeomorphism onto an open subset of
Hn and the transition functionsφα ◦ φ

−1
β are smooth. The boundary ofM , denoted∂M , is the set

of points ofM which lie on the boundary of some half-planeHn under some mapφα. Equivalently,
it is the non-interior points ofM . ∂M is an(n− 1)-dimensional manifold.

Example: Then-dimensional unit ballBn = {(x1, . . . , xn) ∈ Rn|x21 + · · · + x2n ≤ 1}. ∂Bn =
Sn−1.

Proposition 23.2. If M is an orientable manifold with boundary, then∂M is an orientable mani-
fold.

Proof. Let {Uα} be an oriented atlas forM . Then we take an atlas{Vα} for ∂M as follows. Let
Vα = Uα ∩ {x1 = 0} ⊂ Hn = {x1 ≤ 0}. (Note that if anyp ∈ M is mapped to∂Hn under a
coordinate chart, thenp cannot be mapped to the interior ofHn under any other coordinate chart.)
If ( ∂

∂x1
, ∂
∂x2
, . . . , ∂

∂xn
) is an oriented basis forM onUα, then let( ∂

∂x2
, . . . , ∂

∂xn
) be an oriented basis

for ∂M . This works because an outward normal vector∂
∂x1

will go to another outward vector under
a change of coordinates. �

23.2. Stokes’ Theorem.

Theorem 23.3(Stokes’ Theorem). Letω be an(n − 1)-form on a manifold with boundaryM of
dimensionn. Then

∫
M
dω =

∫
∂M

ω.

Remark: ∂ happily switches places (jumps up or jumps down).

Zen: The significance of Stokes’ Theorem is that a topological operation∂ is related to an analytic
operationd.

Proof. Take an open cover{Uα} whereUα is diffeomorphic to (i)(0, 1)×· · ·× (0, 1) (Uα does not
intersect∂M) or (ii) (0, 1]× (0, 1)×· · ·× (0, 1) (Uα∩∂M = {x1 = 1}). Let{fα} be a partition of
unity subordinate to{Uα}. By linearity, it clearly suffices to compute

∫
Uα
d(fαω) =

∫
∂M∩Uα

fαω,
i.e., assumeω is supported on oneUα.

We will treat then = 2 case. The generalization is straightforward. Letω be an(n− 1)-form of
type (ii). Then on[0, 1]× [0, 1] we can writeω = f1dx1 + f2dx2.

∫

∂M

ω =

∫

∂M

f1dx1 + f2dx2 =

∫ 1

0

f2(1, x2)dx2.
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On the other hand,
∫

M

dω =

∫ 1

0

∫ 1

0

(
−
∂f1
∂x2

+
∂f2
∂x1

)
dx1dx2

=

∫ 1

0

(∫ 1

0

∂f2
∂x1

dx1

)
dx2 +

∫ 1

0

(∫ 1

0

−
∂f1
∂x2

dx2

)
dx1

=

∫ 1

0

(f2(1, x2)− f2(0, x2))dx2 +

∫ 1

0

(f1(x1, 0)− f1(x1, 1))dx1

=

∫ 1

0

f2(1, x2)dx2

Try to see thatn > 2 also work in the same way. �

Example: (Green’s Theorem) LetΩ ⊂ R2 be a compact domain with smooth boundary, i.e.,Ω is
a 2-dimensional manifold with boundary∂Ω = γ. Then

∫

γ

fdx+ gdy =

∫

Ω

(
∂g

∂x
−
∂f

∂y

)
dxdy.

Example: Considerω defined onR2 − {0}:

ω(x, y) =

(
−y

x2 + y2

)
dx+

(
x

x2 + y2

)
dy.

LetC = {x2 + y2 = R2}. Thenx = R cos θ, y = R sin θ, and we compute∫

C

ω = 2π.

It is easy to show thatdω = 0.

Claim: ω is not exact! In fact, ifω = dη, then

0 =

∫

∂C

η =

∫

C

dη = 2π,

a contradiction.
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24. APPLICATIONS OFSTOKES’ T HEOREM

24.1. The Divergence Theorem.

Theorem 24.1.LetΩ ⊂ R3 be a compact domain with smooth boundary. LetF = (F1, F2, F3) be
a vector field onΩ. Then ∫

Ω

divF dxdydz =

∫

∂Ω

〈n, F 〉dA,

wheren = (n1, n2, n3) is theunit outward normal to∂Ω,

dA = n1dy ∧ dz + n2dz ∧ dx+ n3dx ∧ dy,

and〈·〉 is the standard inner product.

Let ω = F1dydz + F2dzdx + F3dxdy. Thendω = (divF )dxdydz. It remains to see why∫
∂Ω
ω =

∫
∂Ω
〈n, F 〉dA.

Evaluating forms. We explain what it means to takeω(v1, . . . , vk), whereω is ak-form andvi are
tangent vectors. LetV be a finite-dimensional vector space. There exists a map:

(∧kV ∗)× (V × · · · × V ) → R

(f1 ∧ · · · ∧ fk, (v1, . . . , vk)) 7→
∑

(−1)σf1(vi1) . . . fk(vik),

where the sum ranges over all permutations of(1, . . . , k) andσ is the number of transpositions
required for the transposition(1, . . . , k) 7→ (i1, . . . , ik). Note that this alternating sum is necessary
for the well-definition of the map.

Example. Let ω = F1dydz + F2dzdx+ F3dxdy. Thenω
(
∂
∂x
, ∂
∂z

)
= −F2.

Interior product. We can define the interior product as follows:iv :
∧k V ∗ →

∧k−1 V ∗, ivω =
ω(v, ·, ·, . . . , ·). (Insertv into the first slot to get a(k − 1)-form.)

Example. OnR3, let η = dxdydz. Also letn be the unit normal vector to∂Ω. Then, along∂Ω we
can defineinη = n1dydz + n2dzdx+ n3dxdy.

Why is this dA? At any point ofp ∈ ∂Ω, take tangent vectorsv1, v2 of ∂Ω so thatn, v1, v2
is an oriented orthonormal basis. Then thearea formdA should evaluate to1 on v1, v2. Since
η(n, v1, v2) = 1 (sinceη is just the determinant), we see thatdA = inη.

Explanation of 〈n, F 〉dA = F1dydz + F2dzdx + F3dxdy. Also note thatiFη = F1dydz + . . . .
But now,iFη(v1, v2) = η(F, v1, v2) = η(〈n, F 〉n, v1, v2) = 〈n, F 〉dA (by Gram-Schmidt).

24.2. Evaluating cohomology classes.LetM be a compact, oriented manifold (without bound-
ary) of dimensionn.

Proposition 24.2.There exists a well-defined, nonzero map
∫
: Hn(M) → R.
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Proof. Givenω ∈ Ωn(M), we mapω 7→
∫
M
ω. Note that everyn-form ω is closed. To show the

map is defined on the level of cohomology, letω be an exact form, i.e.,ω = dη. Then∫

M

ω =

∫

M

dη =

∫

∂M

η = 0.

Next we prove the nontriviality of
∫

: if ω is an orientation form(ω is nowhere zero), then∫
M
ω > 0 or< 0, since on each coordinate chartω is some positive function timesdx1 . . . dxn. �

The proposition shows thatdimHn(M) ≥ 1. In fact, we have the following:

Theorem 24.3.Hn(M) ≃ R.

We omit the proof.

Example.M = Sn. ThenH i(Sn) = R for i = 0 or n and= 0 for all otheri.
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25. DAY 24

25.1. Evaluating cohomology classes.Let φ : Mm → Nn be a smooth map between compact
oriented manifolds of dimensionsm andn, respectively, andφ∗ : Hk(N) → Hk(M) the induced
map on cohomology. Letω ∈ Ωm(N) be a closedm-form. Suppose

∫
M
φ∗ω 6= 0. Thenφ∗ω

represents a nonzero element inHm(M). This implies that[ω] is a nonzero cohomology class in
Hm(N).

Example. OnR2 − {0}, consider the closed 1-form

ω(x, y) =

(
−y

x2 + y2

)
dx+

(
x

x2 + y2

)
dy.

We computed
∫
S1 φ

∗ω = 2π, whereφ : S1 → R2 − {0} mappedθ 7→ (R cos θ, R sin θ). Since
[φ∗ω] is a nonzero cohomology class inH1(S1), so is[ω] ∈ H1(R2 − {0}).

Two mapsφ0, φ1 : M → N are(smoothly) homotopicif there exists a mapΦ : M × [0, 1] → N
whereΦ(x, t) = φt(x).

Proposition 25.1. If φ0, φ1 :M → N are homotopic andω ∈ Ωk(N), k = dimM , is closed, then∫
M
φ∗
0ω =

∫
M
φ∗
1ω.

Proof. ∫

M

φ∗
1ω −

∫

M

φ∗
0ω =

∫

∂(M×[0,1])

Φ∗ω =

∫

M

d(Φ∗ω) =

∫

M

Φ∗(dω) = 0,

sinceω is closed. �

Example, cont’d. OnN = R2 − {0}. Sinceω is a closed 1-form onN ,
∫
C
ω =

∫
C′
ω if C andC ′

are homotopic. That’s why the integral did not depend on the radiusR of the circle.

25.2. Definition of degree. This material can be found in Guillemin & Pollack.

Let φ : M → N be a smooth map between oriented compactn-manifoldsM andN . Let y ∈ N
be a regular value ofφ. (Recally ∈ N is aregular valueif, for all x ∈ φ−1(y), df(x) is surjective.
y ∈ N which is not a regular value is acritical value.)

Claim: φ−1(y) consists of a finite number of preimagesx1, . . . , xk.

Proof. Suppose there is an infinite number of preimages. By the compactness ofM , there must
be an accumulation pointx = limi→∞ xi, which itself must also be inφ−1(y). However, for every
x ∈ φ−1(y) there exists an open setUx which maps diffeomorphically onto an open set aroundy.
Therefore,x could not have been the limit ofxi ∈ φ−1(y). �

The claim implies that for a small enough open setVy containingy, φ−1(Vy) is a finite disjoint
union of open setsUx1, . . . , Uxk , each of which is diffeomorphic toVy.
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Definition 25.2. Thedegreeof a mappingφ : M → N is the sum of orientation numbers±1 for
eachxi in the preimage of a regular valuey. Here the sign is+1 if the map from a neighborhood
of xi to a neighborhood ofy is orientation-preserving and−1 otherwise.

Regular values ofφ do exist:

Theorem 25.3(Sard). Letφ : M → N be a smooth map. Then the set of critical values ofφ has
measure zero.

A setS ⊂ N hasmeasure zeroif {Ui}∞i=1 is a countable atlas and, for eachUi ⊂ Rn andε > 0,
Ui ∩S can be covered by a countable union of rectangles[a1, b1]× · · ·× [an, bn] with total volume
ε. This actually implies thatS itself can be covered by a countable union of rectangles withtotal
volumeε: ForUi, take rectangles so that the total volume= ε

(
1
2

)i
. Adding up over all theUi, we

getε
(
1
2
+ 1

4
+ . . .

)
= ε.

Consequently, the set of regular values ofφ is dense inN .

The proof of Sard’s Theorem will be given next time. We conclude with the following theorem,
which will be explained in a couple of lectures.

Theorem 25.4(Degree Theorem). The degree of a mappingφ :M → N is well-defined.
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26. PROOF OFSARD’ S THEOREM

The proof closely follows that of Milnor,Topology from the Differentiable Viewpoint.

Recall the statement of Sard’s Theorem.

Theorem 26.1(Sard). Let f : M → N be a smooth map. Then the set of critical values off has
measure zero.

By our discussion from last time, suffices to prove Sard’s Theorem in the following local situa-
tion.

Theorem 26.2.Let f : Rm → Rn be a smooth map. If we setC = {x| rank df(x) < n}, then
f(C) has measure zero inRn.

Remark 1. The “measure” in the termmeasure zerorefers to the Lebesgue measureµ.

Remark 2. Open subsets ofRn have nonzero Lebesgue measure.

Proof. We will prove the theorem forn = 1, i.e.,f : Rm → R. The general case is similar.

Define the following subsets ofRm:

C1 =

{
x ∈ R

m

∣∣∣∣
∂f

∂xi
= 0, ∀i

}
,

Ck = {x ∈ R
m| all partial derivatives off up to and including orderk vanish atx}.

Then clearlyC = C1 ⊃ C2 ⊃ C3 . . . .

Strategy.
(1) Showf(C1 − C2) has measure zero.
(2) Showf(Ck − Ck+1) has measure zero.
(3) Fork large enough (k ≥ n), f(Ck) has measure zero.

Step 1. Let x ∈ C1 − C2. We want to show that there exists a neighborhoodV of x for which
(C1 − C2) ∩ V has measure zero. (This suffices because if we can coverC1 − C2 with countably
many suchV ’s, the total measure ofC1 − C2 is zero, as seen from the argument used last time,
right after the statement of Theorem 25.3.) Here,∂f

∂x1
= · · · = ∂f

∂xm
= 0, but some ∂2f

∂xi∂xj
6= 0.

Without loss of generality assume∂
2f

∂x1∂x2
6= 0. Then consider the maph : V ∋ x → Rm,

(x1, . . . , xm) 7→ ( ∂f
∂x1
, x2, . . . , xm). Nearx, h : V → V ′ is a local diffeomorphism, as can be seen

easily by computing the Jacobian. Clearly, the critical values off : V → R are the same as the
critical values off ◦ h−1 : V ′ → R, but if (x̃1, . . . , x̃m) are coordinates ofV ′, then the critical
values off ◦ h−1 are the same as the critical values off ◦ h−1 : {x̃1 = 0} → R. We can then
induct on the dimensionm.

Note. Under a diffeomorphism, the Lebesgue measureµ changes by a positive smooth functionf .
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Step 2.Similar to Step 1.

Step 3.Let 0 ∈ Ck, k ≥ n. Supposef : [−δ, δ] × . . . [−δ, δ] → R. Then Taylor’s theorem (with
remainder) gives us:

f(x+ h) = f(x) +R(x; h),

where|R(x; h) ≤ C|h|k+1, for all x ∈ Ck ∩ [−δ, δ]m andx+ h ∈ [−δ, δ]m.
We subdivide[0, 1]m into cubes of lengthδ. Then there are roughly1

δm
cubes. Consider one such

cubeQ which nontrivially intersectsCk. Then its volume isδm, whereas its image has length on
the order of magnitude ofδk+1 from Taylor’s theorem. Adding up the total volume of the image,
we have 1

δm
δk+1, which can be made arbitrarily small by choosingδ small. �
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27. DEGREE

Recall the definition of degree: Letφ : M → N be a smooth map between compact, oriented
manifolds (without boundary) of dimensionn. By Sard’s Theorem, there exist (a full measure’s
worth of) regular values ofφ. Let y ∈ N be a regular value, andx1, . . . , xk be the preimages of
y. Thendeg(φ) is

∑k
i=1±1, where the contribution is+1 whenφ is orientation-preserving nearxi

and−1 is otherwise.

We will explain why the degree is well-defined.

27.1. Cohomological interpretation.

Theorem 27.1.If M is an oriented, compactn-manifold (without boundary), then
∫
: Hn(M) →

R is an isomorphism.

The proof will be given in the following section, but for the time being let us use this to rein-
terpret the degree.φ : M → N induces the mapφ∗ : Hn(N) → Hn(M). Then we have the
commutative diagram:

Hn(N)
φ∗

−−−→ Hn(M)
∫
y ∫

y
R

c
−−−→ R

where the mapR → R is multiplication by some real numberc.

Proposition 27.2.deg φ satisfies

(8)
∫

M

φ∗ω = deg φ

∫

N

ω.

Thereforedeg φ is the constant of multiplicationc.

Proof. Once we can prove Equation 8 for a suitableω of our choice, the proposition follows. Take
ω to be supported onVy with positive integral. Then

∫
M
φ∗ω will be the sum of

∫
Uxi

φ∗ω. Noting

thatφ is a diffeomorphism fromUxi to Vy, we have
∫
Uxi

φ∗ω = ±
∫
Vy
ω, depending on whether the

orientations agree or not. This proves Equation 8. �

27.2. Proof of Theorem 27.1. We have already shown that
∫
: Hn(M) → R is well-defined. It

suffices to show thatker
∫

consists of exactn-forms. Letω be ann-form with zero integral. Let
{Ui} be a cover ofM which is finite and has the property that everyUi is diffeomorphic toRn.
Take a partition of unity{fα} subordinate to a good cover. Then we can splitω into the sum

∑
i ωi,

whereωi is supported insideUi. Note that
∫
Ui
ωi may not be zero.

Lemma 27.3. If ω is ann-form with compact support and zero integral insideRn, thenω = dη,
whereη has compact support.
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Proof. We will prove this forn = 2. Thenω = f(x, y)dxdy. Defineg(x) =
∫∞

−∞
f(x, y)dy. By

Fubini’s theorem and the hypothesis that
∫
ω = 0, we have

∫∞

−∞
g(x)dx = 0. DefineG(x, y) =

ε(y)g(x), whereε(x) is a bump function with total area1. Then write:

η(x, y) = −

(∫ y

−∞

[f(x, t)−G(x, t)]dt

)
dx+

(∫ x

−∞

G(t, y)dt

)
dy.

Clearly,dη = [f(x, y)−G(x, y)]dxdy +G(x, y)dxdy andη has compact support. �

What this means is that we can replaceωi by a cohomologically equivalentn-form which is
supported on a small neighborhood of a pointxi ∈ M , i.e., we may assume thatωi is a bump
n-form. The total volume of theωi is still zero. Now, engulf all thexi in an open setU ⊂ M
which is diffeomorphic toRn so thatω is compactly supported inU and has total area zero. We
use the lemma again to complete the proof of Theorem 27.1.
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28. LIE DERIVATIVES

28.1. Lie derivatives. First we define theinterior producton the linear algebra level.iv :
∧k V ∗ →∧k−1 V ∗, v ∈ V , is given by:

f1 ∧ · · · ∧ fk 7→
∑

l

(−1)l+1f1 ∧ . . . fl(v) · · · ∧ fk.

Check this is well-defined!
LetX be a vector field onM . Then theinterior productiX : Ωk(M) → Ωk−1(M) satisfies the

following properties:
(1) For 1-formsω, iX(ω) = ω(X).
(2) In general, we obtain the relation:

iX(α ∧ β) = (iXα) ∧ β + (−1)deg(α)α ∧ iXβ.

Note: we defineiX : Ω0(M) → Ω−1(M) as the zero map.

Now defineLX = d ◦ iX + iX ◦ d : Ωk(M) → Ωk(M). LX is called theLie derivativewith respect
toX.

Proposition 28.1.
(1) If f ∈ Ω0(M), thenLXf = d(iXf) + iX(df) = df(X) = X(f). Hence,L : Ω0(M) →

Ω0(M) satisfies the Leibniz rule.
(2) LX(dω) = d(LXω).
(3) LX : Ωk(M) → Ωk(M) satisfiesLX(α ∧ β) = LX(α) ∧ β + α ∧ LX(β), i.e., the Leibniz

rule.

The proof is a simple computation, and is left for HW.

Hence,L : Ωk(M) → Ωk(M) naturally extends the derivationX : Ω0(M) → Ω0(M). (We will
usually call anything that satisfies the Leibniz rule a “derivation”.)

The following is also a source of derivationsΩk → Ωk: Let φt : M → M be a1-parameter

family of diffeomorphisms, i.e., there existsΦ :M × [0, 1] → M smooth such thatφt(·)
def
= Φ(·, t),

t ∈ [0, 1], is a diffeomorphism. Assume in addition thatφ0 = id. Then

d

dt
φ∗
tω|t=0

is a derivation (verification is easy). Iff ∈ Ω0(M), then

d

dt
φ∗
tf |t=0 =

d

dt
f(φt)|t=0 = df(X0) = X0(f),

whereX0 is the vector field which corresponds toφt (think in terms of the first definition of the
tangent space: at everyx ∈M , we have an arcφt(x), t ∈ [−ε, ε]).

We have the following proposition:
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Proposition 28.2(Cartan formula). Every d
dt
φ∗
t |t=0 : Ω

k → Ωk is given byd ◦ iX + iX ◦ d.

Proof. It suffices to check the following:
• d

dt
φ∗
t andLX both satisfy the Leibniz rule. (Already verified!)

• d
dt
φ∗
t andLX agree onΩ0(M). (Yes, they are both vector fields.)

• d commutes withd
dt
φ∗
t and withLX .

The above three properties allow us to do an induction on degree. �
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29. HOMOTOPY PROPERTIES

29.1. Homotopy properties of de Rham cohomology.

Proposition 29.1.Letφt :M →M , t ∈ [0, 1], be a 1-parameter family of diffeomorphisms. Then
φ∗
t induce the same mapHk(M) → Hk(M) for all t ∈ [0, 1].

Note. If φ0 = id, and we writeX0 as the vector field onM given byφt(x) : [−ε, ε] → M at the
pointx, then d

dt
φ∗
tω|t=0 = (d ◦ iX0

+ iX0
◦ d)ω. We can generalize this as follows: LetXt0 be the

vector field onM where the arcφt(x) : [t0 − ε, t0 + ε] → M is assigned at the pointφt0(x) (note
NOT atx). Then

d

dt
φ∗
tω|t=t0 = φ∗

t0
(d ◦ iXt0

+ iXt0
◦ d)ω.

Proof. Consider a closedk-form ω on M . Then d
dt
φ∗
tω|t=t0 = φ∗

t0(d ◦ iXt0
+ iXt0

◦ d)ω =

d(φ∗
t0
iXt0

ω). Therefore it is exact. Now,φ∗
tω − ω =

∫ t
0
d
dt
φ∗
sω|t=sdt, and the difference is exact as

well. (This is evident by thinking of the integral as a limit of Riemann sums.) �

Next, we say two mapsφ0, φ1 : M → N are(smoothly) homotopicif there exists a smooth map
Φ :M × [0, 1] → N with φt(·) = Φ(·, t), t = 0, 1. φt is said to be thehomotopyfrom φ0 to φ1.

Proposition 29.2(Homotopy invariance). Supposeφt : M → N is a homotopy,t ∈ [0, 1]. Then
φ∗
t : H

k(N) → Hk(M) is independent oft.

Proof. ConsiderΦ :M ×R → N . (It is easy to extendΦ :M × [0, 1] → N toΦ :M ×R → N .)
Then forω ∈ Ωk(M) closed, considerΩ = Φ∗ω. We have inclusionsit :M → M×R, x 7→ (x, t),
and clearlyφ∗

tω = i∗tΩ. Now take a diffeomorphismΨt : M × R → M × R, (x, s) 7→ (x, s + t).
Sinceit = Ψt ◦ i0, i∗t = i∗0 ◦Ψ

∗
t . By the previous proposition,Ψ∗

t is independent oft. Hence so are
it and ultimatelyφt. �

29.2. Homotopy equivalence.We sayφ : M → N is a homotopy equivalenceif there exists
ψ : N → M such thatφ ◦ ψ : N → N andψ ◦ φ : M → M are homotopic toid : N → N and
id :M →M . Using Proposition 29.2, it is easy to show:

Proposition 29.3 (Homotopy equivalence). A homotopy equivalenceφ : M → N induces an
isomorphismφ∗ : Hk(N) → Hk(M).

Proof. This is becauseφ∗ ◦ ψ∗ = id (by homotopy invariance) andψ∗ ◦ φ∗ = id. This proves that
φ∗ andψ∗ are left and right inverses (as linear maps) and are isomorphisms. �

Corollary 29.4 (Poincaré lemma). Hk
dR(R

n) = 0 if k > 0.

Proof. We will show thatRn is homotopy equivalent toR0 = {pt}. Consider mapsφ : Rn → R0,
(x1, . . . , xn) 7→ 0, andψ : R0 → Rn, 0 7→ (0, . . . , 0). Clearly,φ ◦ ψ : R0 → R0, 0 7→ 0, is the
identity map. Next,ψ ◦ φ : Rn → Rn, (x1, . . . , xn) 7→ 0 is homotopic to the identity map. In fact,
considerF : Rn × [0, 1] → Rn, ((x1, . . . , xn), t) 7→ (tx1, . . . , txn). �
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Example. Consider a bandS1 × (−1, 1). It is homotopy equivalent toS1. We have mapsφ :
S1 × (−1, 1) → S1, (θ, t) 7→ θ andψ : S1 → S1 × (−1, 1), θ 7→ (θ, 0). φ ◦ ψ : S1 → S1

is id. ψ ◦ φ : S1 × (−1, 1) → S1 × (−1, 1) is (θ, t) 7→ (θ, 0) is homotopic toid. In fact, take
F : S1 × (−1, 1)× [0, 1] → S1 × (−1, 1), (θ, t, s) 7→ (θ, ts). Therefore, we have:

Hk(S1 × (−1, 1)) ≃ Hk(S1)

.

Example. Similarly,Hk(M × Rn) ≃ Hk(M). More generally, ifE is a vector bundle overM ,
thenHk(E) ≃ Hk(M).

29.3. Extended example: surface of genusg. Consider a surfaceΣ of genusg. If you remove a
disk fromΣ, you are left with a bouquet of2g bands. You can now use Mayer-Vietoris withU a
disk andV a bouquet of2g bands.

29.4. Euler characteristic. Let M be ann-dimensional manifold. Then we define the Euler
characteristic ofM to be:

χ(M) =
n∑

i=0

(−1)i dimH i
dR(M).

Examples.
(1) χ(Rn) = 1.
(2) χ(S2) = 1 + 0 + 1 = 2.
(3) χ(T 2) = 1− 2 + 1 = 0.
(4) χ(genusg surface) = 2− 2g.

Note. For compact surfaces, the Euler characteristic is given by the classical formulaV −E + F ,
whereV is the number of vertices,E is the number of edges, andF is the number of faces of a
polyhedron representing the surface.

HW: Prove that if0 → C1 → C2 → · · · → Ck → 0 is an exact sequence, then
k∑

i=1

(−1)i dimCi = 0.

Proposition 29.5. If M = U ∪ V , thenχ(M) = χ(U) + χ(V )− χ(U ∩ V ).

Proof. Use the Mayer-Vietoris sequence and add up the dimensions, using the above HW. �
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30. VECTOR FIELDS

Recall avector fieldonU ⊂ M is a section ofTM defined overU .

30.1. Lie brackets. Given two vector fieldsX andY onM viewed as derivations at eachp ∈M ,
we can define its Lie bracket[X, Y ] = XY − Y X, i.e., forf ∈ C∞(M),

[X, Y ](f) = X(Y f)− Y (Xf).

Proposition 30.1. [X, Y ] is also a derivation, hence is a vector field.

Proof. This is a local computation. TakeX =
∑

i ai
∂
∂xi

andY =
∑

j bj
∂
∂xj

. Then:

[X, Y ](f) =
∑

i

ai
∂

∂xi

(∑

j

bj
∂f

∂xj

)
−
∑

j

bj
∂

∂xj

(∑

i

ai
∂f

∂xi

)

=
∑

ij

ai
∂bj
∂xi

∂f

∂xj
−
∑

ij

bj
∂ai
∂xj

∂f

∂xi

In other words, [∑

i

ai
∂

∂xi
,
∑

j

bj
∂

∂xj

]
=
∑

ij

(
aj
∂bi
∂xj

− bj
∂ai
∂xj

)
∂

∂xi
.

�

Properties of Lie brackets.
(1) (Anticommutativity)[X, Y ] = −[Y,X ].
(2) (Jacobi identity)[X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X, Y ]] = 0.
(3) [fX, gY ] = fg[X, Y ] + fX(g)Y − gY (f)X.

These properties are easy to verify, and are left as exercises.

30.2. Fundamental Theorem of Ordinary Differential Equations. The Fundamental Theorem
of Ordinary Differential Equations is the following:

Theorem 30.2.Given a vector fieldX on a manifoldM andp ∈M , there exist an open setU ∋ p,
ε > 0, and a smooth mapΦ : U × (−ε, ε) → M such that if we setγx(t) = Φ(x, t), x ∈ U , then
γx(0) = x andγx(t) is an arc throughx whose tangent vector att isX(γx(t)).

Locally, take coordinatesx1, . . . , xn. If X =
∑n

i=1 ai(x)
∂
∂xi

and we writex(t) = γx(t), then

dx

dt
(t) = (a1(x(t)), . . . , an(x(t))).

We omit the proof of this theorem.

Definition 30.3. A curveγ : (a, b) →M is an integral curveofX if dγ
dt

= X(γ(t)).

Remarks.
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(1) By definition,γx(t) are integral curves ofX. If γ : (−δ, δ) → M is another integral
curve ofX with γ(0) = x, thenγ(t) = γx(t) on (−ε, ε) ∩ (−δ, δ). Therefore, the flow
Φ : U × (−ε, ε) → M is unique on the domain of definition.

(2) If M is compact (without boundary) andX is a vector field onM , then there exists a global
flow Φ : M × R → M with φ0 = id. SinceM is compact, the finite covering property
ensures that we may chooseε to work for all the open setsU . If we know that there is a
flow for a short timeε, we can repeat the flow and obtain a flow for an arbitrarily longtime.

(3) However, ifM is not compact, then there are vector fieldsX which do not admit global
short-time flowsΦ :M × (−ε, ε) → M . (See the example below.)

(4) φs ◦φt = φs+t andφ−1
t = φ−t. In particular, on a compactM , {φt}t∈R forms a 1-parameter

groupof diffeomorphisms.

Example. OnM = R−{0} considerX = ∂
∂x

. The vector fieldX, considered as a vector field on
R, clearly integrates toΦ : R×R → R, (x, t) 7→ x+ t. However, when{0} is removed, no matter
how small anε you take, there is noΦ : (R− {0})× (−ε, ε) → R− {0}.

Corollary 30.4. SupposeX(p) 6= 0. Then there exists a coordinate system nearp such that
X = ∂

∂x
.

Proof. If M is n-dimensional, choose an(n − 1)-manifoldΣ (defined in a neighborhood ofp)
which is transverse toX. (HereΣ is transverseto X if TxΣ andX(x) spanTxM at all x ∈ Σ.)
(Why does such aΣ exist?) Now takeψ : Σ× (−ε, ε) → M given byΦ restricted toΣ. SinceΣ is
transverse toX, ψ is a diffeomorphism nearp by the inverse function theorem. In the coordinate
systemΣ× (−ε, ε),X is clearly ∂

∂t
. �
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31. VECTOR FIELDS ANDL IE DERIVATIVES

31.1. Pullback.

Proposition 31.1.Letf :M → N be a smooth map andω ∈ Ωk(N). Then we have:

f ∗ω(x)(X1, . . . , Xk) = ω(f(x))(f∗X1, . . . , f∗Xk).

Proof. It suffices to show this for 1-formsdg. Then:

(f ∗dg)(X) = d(g ◦ f)(X) = X(g ◦ f) = f∗X(g),

by definition of the pushforward ofX. If we write this in coordinates, then

dg =
∑

i

∂g

∂yi
dyi

and

f ∗dg =
∑

ij

∂g

∂yi

∂yi
∂xj

dxj ,

so

f ∗dg

(
∂

∂xj

)
=
∑

i

∂g

∂yi

∂yi
∂xj

,

whereas

dg

(
f∗

∂

∂xj

)
=
∑

i

∂g

∂yi
dyi

(∑

l

∂yl
∂xj

∂

∂yl

)
=
∑

i

∂g

∂yi

∂yi
∂xj

.
�

31.2. Lie derivatives. Let X be a vector field onM . Then there exist a local or global flow
Φ : M × (−ε, ε) → M , φt(x) = Φ(x, t), such thatφ0(x) = x. We defined theLie derivativeLX
on formsω as:

LXω =
d

dt
φ∗
tω|t=0.

Lie derivatives can be defined on vector fieldsY as well:

LXY =
d

dt
(φ−t)∗Y |t=0.

Here, vector fields cannot usually be pulled back, but for a diffeomorphismφ, there is a suitable
substitute, namely(φ−1)∗.

Ultimately, it is easy to see thatLX can be defined on any tensor of the type
∧k T ∗M ⊗

∧l TM .

Properties ofLX .
(1) LXf = Xf .
(2) LXω = (d ◦ iX + iX ◦ d)ω
(3) LX(ω(X1, . . . , Xk)) = (LXω)(X1, . . . , Xk) +

∑
i ω(X1, . . . ,LXXi, . . . , Xk).

(4) LXY = [X, Y ].
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(1), (2) are already proven. (3) is left for homework. Use Proposition 31.1 above. We will do
(4), assuming (1), (2), (3). We compute:

X(Y (f)) = LX(Y f)

= LX(df(Y ))

= (LXdf)(Y ) + df(LXY )

= (d ◦ LXf)Y + df(LXY )

= d(X(f))Y + (LXY )(f)

= Y (X(f)) + (LXY )(f).

Therefore,(LXY )f = X(Y (f))− Y (X(f)) = [X, Y ](f).

31.3. Interpretation of LXY = [X, Y ]. As before,X, Y may not have global flows, but for
simplicity let us assume they do. Letφs :M →M , s ∈ R, be the 1-parameter group of diffeomor-
phisms generated byX andψt : M → M , t ∈ R, be the 1-parameter group of diffeomorphisms
generated byY . Noting thatY (x) = limt→0

ψt(x)−x
t

, we have

LXY (x) = lim
s→0

((φ−s)∗Y )(x)− Y (x)

s

= lim
s,t→0

(φ−s ◦ ψt ◦ φs(x)− x)− (ψt(x)− x)

st

= lim
s,t→0

φ−s ◦ ψt ◦ φs(x)− ψt(x)

st

= lim
s,t→0

ψt

(
ψ−1
t ◦ φ−1

s ◦ ψt ◦ φs(x)− x

st

)

= lim
s,t→0

ψ−1
t ◦ φ−1

s ◦ ψt ◦ φs(x)− x

st
.

Hence, the Lie bracket[X, Y ] measures the infinitesimal discrepancy when you flows units along
X, t units alongY , −s units alongX and finally−t units alongY .
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32. DAY 31

32.1. Relationship betweend and [, ].

Proposition 32.1. If θ ∈ Ω1(M) andX, Y ∈ X(M), then

dθ(X, Y ) = Xθ(Y )− Y θ(X)− θ([X, Y ]).

Proof.

dθ(X, Y ) = iY iXdθ = iY (LX − d ◦ iX)θ

= iY (LXθ − d(θ(X)))

= (LXθ)Y − Y θ(X)

= Xθ(Y )− Y θ(X)− θ([X, Y ]),

by using

LX(θ(Y )) = (LXθ)Y + θ([X, Y ]).

�

More generally, forω ∈ Ωk(M) andX1, . . . , Xk+1 ∈ X(M):

dω(X1, . . . , Xk+1) =
∑

i

(−1)i+1Xi(ω(X1, . . . , X̂i, . . . , Xk+1))

+
∑

i<j

(−1)i+jω([Xi, Xj], X1, . . . , X̂i, . . . , X̂j, . . . , Xk+1).

HereX̂i means omit the term withXi. The proof is for HW.

32.2. Distributions. Recall that ifX is a vector field withX(p) 6= 0, then locally nearp there
exists an open set with coordinates(x1, . . . , xn) whereX = ∂

∂x1
. Can we generalize this? IfX, Y

are two vector fields such thatX(p), Y (p) span a 2-dimensional subspace ofTpM , then the span
of X(x) andY (x) is a 2-plane field for everyx in a neighborhood ofp.

Definition 32.2. LetM be ann-dimensional manifold.

(1) A k-dimensionaldistributionD is a smooth choice of ak-dimensional subspace ofTpM at
every pointp ∈M . By asmooth choicewe mean there existk linearly independent vector
fieldsX1, . . . , Xk which spanDx locally nearp.

(2) An integral submanifoldN of M is a submanifold whereTpN ⊂ Dx at everyp ∈ N .
dimN is not necessarilydimD, butdimN ≤ dimD.

(3) D is an integrable distributionif there is a coordinate system{x1, . . . , xn} near every
p ∈ M such thatD = Span{ ∂

∂x1
, . . . , ∂

∂xk
}. Equivalently,D is integrableif there locally

exist functionsf1, . . . , fn−k such that{f1 = const, . . . , fn−k = const} are integral sub-
manifolds ofD and thefi are independent, i.e.,df1 ∧ · · · ∧ dfn−k 6= 0.
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Dually, we can define ak-dimensional distribution onM (of dimensionn) locally by prescribing
n− k linearly independent 1-formsω1, . . . , ωn−k.

Example: OnR
3, let ω = dz. ThenD = kerω = Span{ ∂

∂x
, ∂
∂y
}. The integral surfaces(surfaces

everywhere tangent toD) arez = const. D is an integrable 2-plane field distribution.

Example: OnR3, considerω = dz + (xdy − ydx). ThenD = Kerω = Span{x ∂
∂x

+ y ∂
∂y
, y ∂

∂x
−

x ∂
∂y

+ ∂
∂z
}. D is called acontact distribution, and is not integrable.

For 2-plane fields inR3 integrability amounts to: Can you find a functionf such thatf = const
are everywhere tangent toD?

First calculateω ∧ dω = 2dxdydz 6= 0. ThenD is not integrable for the following reason: If
D = R{ ∂

∂x1
, ∂
∂x2

}, thenω is of the formfdx3. Now,dω = dfdx3 andω∧dω = fdx3∧df∧dx3 = 0.
This gives a contradiction. Therefore, the contact 2-planefield distribution is not integrable.
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33. FROBENIUS’ T HEOREM

Let M be ann-dimensional manifold. A distributionD of rank k is a rankk subbundle of
TM . Locally,D is defined as the span of independent vector fieldsX1, . . . , Xk or as the kernel of
independent 1-formsω1, . . . , ωn−k.

Theorem 33.1(Frobenius’ Theorem). A distributionD ⊂ TM of rankk is integrable if and only
if for all X, Y ∈ Γ(D), [X, Y ] ∈ Γ(D).

33.1. Proof of Frobenius’ Theorem. SupposeD ⊂ TM is integrable. Then there exist co-
ordinatesx1, . . . , xn so thatD = Span{ ∂

∂x1
, . . . , ∂

∂xk
}. HenceX =

∑k
i=1 ai(x)

∂
∂xi

andY =∑k
j=1 bj(x)

∂
∂xj

, and

[X, Y ] =

k∑

i=1

k∑

j=1

(
ai
∂bj
∂xi

∂

∂xj
− bj

∂ai
∂xj

∂

∂xi

)
∈ Γ(D).

Suppose for allX, Y ∈ Γ(D), [X, Y ] ∈ Γ(D). We will find coordinatesx1, . . . , xn so that
D = Span{ ∂

∂x1
, . . . , ∂

∂xk
}. Note that all our computations are local, so we restrict toM = Rn. We

will first do a slightly easier situation.

Proposition 33.2. LetX1, . . . , Xk be independent vector fields withD = Span{X1, . . . , Xk}. If
[Xi, Xj] = 0 for all i, j, thenD is integrable.

Proof. We will deal with the case wheredimD = 2 andM = R3. Suppose[X, Y ] = 0. Using the
fundamental theorem of ODE’s, we can writeX = ∂

∂x1
. ThenY =

∑3
i=1 bi

∂
∂xi

, and[X, Y ] = 0

implies that ∂bi
∂x1

= 0, i.e., bi = bi(x2, x3) (there is no dependence onx1). Now takeY ′ = Y −

b1X = b2(x2, x3)
∂
∂x2

+ b3(x2, x3)
∂
∂x3

. If we project toR2 with coordinatesx2, x3, thenY ′ can be
integrated to ∂

∂x′
2

, after a possible change of coordinates. Therefore,D = Span{ ∂
∂x1
, ∂
∂x′

2

}. �

Still assumingdimD = 2 andM = R3, suppose[X, Y ] = AX +BY . Without loss of generality,
X = ∂

∂x1
andY = b2

∂
∂x2

+ b3
∂
∂x3

. Then,

[X, Y ] =
∂b2
∂x1

∂

∂x2
+
∂b3
∂x1

∂

∂x3
= A

∂

∂x1
+Bb2

∂

∂x2
+ Bb3

∂

∂x3
.

This implies:A = 0, ∂b2
∂x1

= Bb2, ∂b3∂x1
= Bb3. Hence,

b2 = f(x2, x3)e
∫ t=x1
t=0

B(t,x2,x3)dt, b3 = g(x2, x3)e
∫ t=x1
t=0

B(t,x2,x3)dt.

Therefore,Y = e
∫
B(f(x2, x3)

∂
∂x2

+g(x2, x3)
∂
∂x3

), and by rescalingY we getY ′ = f(x2, x3)
∂
∂x2

+

g(x2, x3)
∂
∂x3

. As before, nowY ′ can be integrated to give∂
∂x′

2

.

HW: Write out a general proof.
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33.2. Restatement in terms of forms. If D has rankk onM of dimensionn, then dually there
exist 1-formsω1, . . . , ωn−k such thatD = {ω1 = · · · = ωn−k = 0}.

Proposition 33.3.D is integrable if and only ifdωi =
∑n−k

j=1 θij ∧ ωj , whereθij are 1-forms.

Proof. We use the identity

(9) dω(X, Y ) = Xω(Y )− Y ω(X)− ω([X, Y ]).

First supposedωi =
∑n−k

j=1 θij ∧ ωj. Then for sectionsX, Y of D,

dωi(X, Y ) = Xωi(Y )− Y ωi(X)− ωi([X, Y ]) = −ωi([X, Y ]).

On the other hand,dωi(X, Y ) = 0. Henceωi([X, Y ]) = 0 for all i, which implies that[X, Y ] is a
section ofD.

Next, supposeD is integrable. Completeω1, . . . , ωn−k into a basis by addingη1, . . . , ηk. Then

dωi =
∑

i<j

aijωi ∧ ωj +
k∑

i=1

n−k∑

j=1

bijηi ∧ ωj +
∑

i<j

cijηi ∧ ηj .

Using Equation 9, forX, Y sections ofD, dωi(X, Y ) = 0. TakingX1, . . . , Xk dual toη1, . . . , ηk,
we find thatdωi(Xr, Xs) = crs (or−csr). This proves that all thecij are zero. �
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34. CONNECTIONS

34.1. Definition. Let E be a rankk vector bundle overM and lets be a section ofE. s may
be local (i.e., inΓ(E,U)) or global (i.e., inΓ(E,M)). Also letX be a vector field. We want to
differentiates atp ∈M in the direction ofX(p) ∈ TpM .

Definition 34.1. A connectionor covariant derivative∇ assigns to every vector fieldX ∈ X(M)
a differential operator∇X : Γ(E) → Γ(E) which satisfies:

(1) ∇Xs is R-linear in s, i.e.,∇X(c1s1 + c2s2) = c1∇Xs1 + c2∇Xs2 if c1, c2 ∈ R.
(2) ∇Xs isC∞(M)-linear inX, i.e.,∇fX+gY s = f∇Xs+ g∇Y s.
(3) (Leibniz rule)∇X(fs) = (Xf)s+ f∇Xs.

Note: The definition of connection is tensorial inX (condition (2)), so(∇Xs)(p) depends ons
nearp but only onX at p.

34.2. Flat connections. We will now present the first example of a connection.

A vector bundleE of rankk is said to betrivial or parallelizableif there exist sectionss1, . . . , sk ∈
Γ(E,M) which spanEp at everyp ∈ M . Although not every vector bundle is parallelizable,
locally every vector bundle is trivial sinceE|U ≃ U × Rk. We will now construct connections on
trivial bundles.

Write any sections ass =
∑

i fisi, wherefi ∈ C∞(M). Then define

∇Xs =
∑

i

(Xfi)si = (Xf1)s1 + · · ·+ (Xfk)sk ∈ Γ(E).

This connection is usually called aflat connection.

HW: Check that this satisfies the axioms of a connection.

Note that∇Xsi = 0 for all X ∈ X(M). Sectionss satisfying such a property are said to be
covariant constant.

Important remark: We can define a connection∇ for each trivializationE|U = U×Rk, and there
is nothing canonical about the connection∇ above. (It depends on the choice of trivialization.)
The space of connections is a large space (to be made more precise later).

Proposition 34.2.Any two covariant constant framess1, . . . , sk ands1, . . . , sk differ by an element
ofGL(k,R).

Proof. Let s1, . . . , sk be another covariant constant frame, i.e.,∇Xsi = 0. Since we can write

si =
∑

j

fijsj ,
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with fij ∈ C∞(M), we have:

0 = ∇Xsi =
∑

j

∇X(fijsj)

=
∑

j

[(Xfij)sj + fij∇Xsj ]

=
∑

j

(Xfij)sj.

This proves thatXfij = 0 for all X and hencefij = const. �

Therefore, a flat connection determines a covariant constant frame{s1, . . . , sk} up to an element
of GL(k,R).
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35. MORE ON CONNECTIONS

35.1. Preliminaries on vector bundles. LetE be a vector bundle overM andφ : N → M be a
smooth map. Then we can define thepullback bundleφ−1E overN as follows:

(1) The fiber(φ−1E)n overn ∈ N is the fiberEφ(n) overφ(n) ∈M .
(2) There exist sufficiently small open setsV ⊂ N , so thatφ(V ) ⊂ U andϕU : E|U

∼
→ U×Rk.

The trivializationφ−1E|V ≃ V × Rk is induced from this.

Next, if E andF are vector bundles overM , then we can defineE ⊕ F as follows:
(1) The fiber(E ⊕ F )m overm ∈M isEm ⊕ Fm.
(2) TakeU ⊂ M small enough so thatE|U

∼
→ U × Rk andF |U

∼
→ U × Rl. Then we get

(E ⊕ F )|U ≃ U × (Rk ⊕ R
l).

E ⊗ F is defined similarly.

35.2. Existence. LetM be ann-dimensional manifold andE be a rankk vector bundle overM .
Recall a connection∇ is a way of differentiating sections ofE in the direction of a vector fieldX.

∇X : Γ(E) → Γ(E),

∇X(fs) = (Xf)s+ f∇Xs.

Definition 35.1. A connection∇ onE is flat if there exists an open cover{Uα} of M such that
E|Uα admits a covariant constant frames1, . . . , sk.

Proposition 35.2.Connections exist on any vector bundleE overM .

Note that ifE is parallelizable we have already defined connections globally on E. The key point
is to pass from local to global whenE is not globally trivial.

Let ∇′ and∇′′ be two connections onE|U . Let us see whether∇′ +∇′′ is a connection.

(∇′
X +∇′′

X)(fs) = ∇′
X(fs) +∇′′

X(fs)

= (Xf)s+ f∇′
Xs+ (Xf)s+ f∇′′

Xs

= 2(Xf)s+ f(∇′
X +∇′′

X)s.

This is not quite a connection, since2(Xf) should beXf instead. However, a simple modification
presents itself:

Lemma 35.3.Supposeλ1, λ2 ∈ C∞(U) satisfiesλ1 + λ2 = 1. Thenλ1∇′ + λ2∇
′′ is a connection

onE|U .

Proof. HW. �

Proof of Proposition 35.2.Let {Uα} be an open cover such thatE|Uα is trivial. Let ∇α be a flat
connection onE|Uα associated to some trivialization. Next let{fα} be a partition of unity sub-
ordinate to{Uα}. Then form

∑
α fα∇

α. By the previous lemma, the Leibniz rule is satisfied.
�
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Remark: Although each of the pieces∇α is flat before patching, the patching destroys flatness.
There is no guarantee that (even locally) there exist sectionss1, . . . , sk which are covariant con-
stant. In fact, for a generic connection, there is not even a single covariant constant section. One
way of measuring the failure of the existence of covariant constant sections is thecurvature.

35.3. The space of connections.Given two connections∇ and∇′, we compute their difference:

(∇X −∇′
X)(fs) = f(∇X −∇′

X)s.

Therefore, the difference of two connections istensorialin s.

Locally, take sectionss1, . . . , sk (not necessarily covariant constant). Then(∇X − ∇′
X)si =∑

j aijsj , where(aij) is ak × k matrix of functions. In other words,∇ − ∇′ can be represented
by a matrixA = (Aij) of 1-formsAij . Hereaij = Aij(X). Hence, locally it makes sense to write:

∇ = d+ A.

Heres =
∑
fisi corresponds to(f1, . . . , fk)T and more precisely

∇(f1, . . . , fk)
T = d(f1, . . . , fk)

T + A(f1, . . . , fk)
T .

Globally,∇−∇′ is a section ofT ∗M⊗End(E). HereEnd(E) = Hom(E,E). The space of such
sections is often written asΩ1(End(E)) and a section is called a “1-form with values inEnd(E)”.
This proves:

Proposition 35.4.The space of connections onE is an affine spaceΩ1(End(E)).

Remark: We viewΩ1(End(E)) not as a vector space (which has a preferred zero element) but
rather as an affine space, which is the same thing except for the lack of a preferred zero element.
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36. CURVATURE

LetE →M be a rankr vector bundle and∇ be a connection onE.

Definition 36.1. ThecurvatureR∇ (or simplyR) of a connection∇ is given by:

R(X, Y ) = [∇X ,∇Y ]−∇[X,Y ] = ∇X∇Y −∇Y∇X −∇[X,Y ],

or

R(X, Y )s = [∇X ,∇Y ]s−∇[X,Y ]s.

Proposition 36.2.

(1) R(X, Y )s is tensorial, i.e.,C∞(M)-linear, in each ofX, Y , ands.
(2) R(X, Y ) = −R(Y,X).

Proof. (2) is easy. For (1), we will prove thatR(X, Y ) is tensorial ins and leave the verification
for X andY as HW.

R(X, Y )(fs) = (∇X∇Y −∇Y∇X)(fs)−∇[X,Y ](fs)

= ∇X((Y f)s+ f∇Y s)−∇Y ((Xf)s+ f∇Xs)− (([X, Y ]f)s+ f∇[X,Y ]s)

= fR(X, Y )s

�

Proposition 36.3.The flat connection∇Xs =
∑

(Xfk)sk hasR = 0. (Heres1, . . . , sr trivializes
E|U ands =

∑
fksk.)

Proof. We useX = ∂
∂xi

, Y = ∂
∂xj

. SinceR(X, Y ) is tensorial, it suffices to compute it for our
choices.

R

(
∂

∂xi
,
∂

∂xj

)
s =

∑

k

(
∇ ∂

∂xi

∇ ∂
∂xj

−∇ ∂
∂xj

∇ ∂
∂xi

)
fksk

=
∑

l

[
∇ ∂

∂xi

(
∂fk
∂xj

sk

)
−∇ ∂

∂xj

(
∂fk
∂xi

sk

)]

=
∑(

∂2fk
∂xi∂xj

−
∂2fk
∂xj∂xi

)
sk = 0.

�

36.1. Interpretations of curvature. Think of ∇ asd + A in local coordinates if necessary. We
have a sequence:

Ω0(E)
∇
→ Ω1(E)

∇
→ Ω2(E) → . . . .
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The first map is covariant differentiation (interpreted slightly differently). It turns out that this
sequence is not a chain complex, i.e.,∇ ◦ ∇ 6= 0 usually. In fact the obstruction to this being a
chain complex is the curvature. Let us locally write:

∇ ◦∇s = (d+ A)(d+ A)s = (d2 + Ad+ dA+ A ∧ A)s = (dA+ A ∧ A)s.

Proposition 36.4.R = dA+ A ∧ A, i.e.,R(X, Y )s = (dA+ A ∧ A)(X, Y )s.

Proof. It suffices to prove the proposition forX = ∂
∂xi

, Y = ∂
∂xj

, ands = sk, wheres1, . . . , sr is a

local frame forE|U . A is anr×r matrix of 1-forms(Atijdxt). (We will use the Einstein summation
convention – if the same index appears twice we assume it is summed over this index.) Then we
compute:

(10) ∇ ∂
∂xi

∇ ∂
∂xj

sk = ∇ ∂
∂xi

(smA
j
mk) = sm

∂Ajmk
∂xi

+ snA
i
nmA

j
mk

The computation of the rest is left for HW. �



NOTES FOR MATH 535A: DIFFERENTIAL GEOMETRY 75

37. RIEMANNIAN METRICS, LEVI-CIVITA

37.1. Leftovers from last time. Last time we defined the curvatureR∇ of a connection∇. Lo-
cally, if ∇ is given byd+ A, thenR = dA+ A ∧A.

Theorem 37.1.∇ is a flat connection if and only ifR∇ ≡ 0.

We have already shown the easy direction: If∇ is flat, thenR∇ ≡ 0. The other direction will
be omitted for now (probably will be given next semester), since a “good proof” will take us a bit
far afield. Our only comment is thatR = dA + A ∧ A = 0 or dA = A ∧ A looks a lot like the
Frobenius integrability condition given in terms of forms....

Corollary 37.2. LetE be a rankr vector bundle overR and∇ be a connection onE. Then∇ is
flat.

Proof. This is because all 2-forms onR are zero. �

Remark: There are lots of connections which are not flat, since it is easy to findA so thatdA +
A ∧ A 6= 0.

37.2. Riemannian metrics.

Definition 37.3. A Riemannian metric〈, 〉 or g onM is a positive definite symmetric bilinear form
(or inner product)g(x) : TxM × TxM → R which is smooth inx ∈M .

Recall: A bilinear form〈, 〉 : V × V → R is positive definiteif 〈v, v〉 ≥ 0 and〈v, v〉 = 0 if and
only if v = 0. 〈, 〉 is symmetricif 〈v, w〉 = 〈w, v〉.

Example: OnRn take thestandard Euclidean metricg
(

∂
∂xi
, ∂
∂xj

)
= δij. This is usually written as

g =
∑

i dxi⊗ dxi. Any other Riemannian metric onRn can be written asg(x) =
∑

ij gij(x)dxi ⊗
dxj , wheregij(x) = gji(x).

Proposition 37.4.Every manifoldM admits a Riemannian metric.

Proof. Let {Uα} be an open cover so thatUα ≃ R
n. On eachUα, we take the standard Euclidean

metricgα. Now let{fα} be a partition of unity subordinate to{Uα}. Then
∑

α fαgα is the desired
metric. �

The pair(M, g) of a manifoldM together with a Riemannian metricg onM is called aRiemannian
manifold.

Let i : N → (M, g) be an embedding or immersion. Then theinduced Riemannian metrici∗g on
N is defined as follows:

i∗g(x)(v, w) = g(i(x))(i∗v, i∗w),

wherev, w ∈ TxN . The injectivity ofi∗ is required for the positive definiteness.
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37.3. Levi-Civita connections. Connections onTM → M have extra structure becauseX and
Y are the same type of object in the expression∇XY . In fact, we can define thetorsion:

T∇(X, Y ) = ∇XY −∇YX − [X, Y ].

Proposition 37.5.T∇(X, Y ) is tensorial inX andY .

This is an easy exercise and is left for HW. (Note that the notion of torsion does not depend at all
on the Riemannian metric.) We say∇ is torsion-freeif T∇ = 0.

Definition 37.6. ∇ is compatiblewith g if X〈Y, Z〉 = 〈∇XY, Z〉 + 〈Y,∇XZ〉. HereX, Y, Z ∈
X(M).

Theorem 37.7.Let (M, g) be a Riemannian manifold. Then there exists a unique torsion-free
connection which is compatible withg.

Proof. For any vector fieldsX, Y, Z, we have:

(11) X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉,

(12) Y 〈X,Z〉 = 〈∇YX,Z〉+ 〈X,∇YZ〉,

(13) Z〈X, Y 〉 = 〈∇ZX, Y 〉+ 〈X,∇ZY 〉.

Taking (11)+ (12)− (13), we get:

(14) 2〈∇XY, Z〉+ 〈[Y,X ], Z〉+ 〈[X,Z], Y 〉+ 〈[Y, Z], X〉 = X〈Y, Z〉+ Y 〈X,Z〉 − Z〈X, Y 〉,

and solving for〈∇XY, Z〉, we get:

(15) 〈∇XY, Z〉 =
1

2
(〈[X, Y ], Z〉+ 〈[Z,X ], Y 〉+ 〈[Z, Y ], X〉+X〈Y, Z〉+Y 〈X,Z〉−Z〈X, Y 〉).

It is clear that the values of Equation 15 determine∇. It remains to show that Equation 15 indeed
defines a connection which satisfies the torsion-free and compatibility conditions. It is clear that
〈∇XY, Z〉 = 〈∇YX,Z〉 whenX, Y, Z are of the form ∂

∂xi
, and that Equation 11 can be recovered

from Equation 15. The details are left for HW. �

The unique torsion-free, compatible connection is called theLevi-Civita connectionfor (M, g).
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38. SHAPE OPERATOR

Let Σ be a surface embedded in the standard Euclidean(R3, g), and letg be the induced metric
onΣ. We will denote the Levi-Civita connection on(R3, g) by ∇ and the Levi-Civita connection
on (Σ, g) by∇.

Claim: ∇ satisfies∇ ∂
∂xi

∂
∂xj

= 0.

The verification is easy. The claim implies that∇XY is simply d
dt
Y (γ(t))|t=0, whereγ(t) is the

arc representingX at a given point.

What we will do today is valid for hypersurfaces ((n − 1)-dimensional submanifolds)M inside
(N, g) of dimensionn, but we will restrict our attention toN = R3 for simplicity.

Definition 38.1. Let X, Y be vector fields ofR3 which are tangent toΣ, and letN be theunit
normal vector field toΣ insideR3. Theshape operatoris S(X, Y ) = 〈∇XY,N〉. In other words,
S(X, Y ) is the projection in theN-direction of∇XY .

Proposition 38.2.S(X, Y ) is tensorial inX, Y and is symmetric.

Proof. S(X, Y ) = S(Y,X) follows from the torsion-free condition and the fact that[X, Y ] is
tangent toΣ. Now,

S(fX, Y ) = 〈∇fXY,N〉 = 〈f∇XY,N〉 = fS(X, Y ).

Tensoriality inY is immediate from the symmetric condition. �

Remark: The shape operator is usually called thesecond fundamental formin classical differential
geometry and measures how curved a surface is. (In case you are curious what thefirst fundamental
form is, it’s simply the induced Riemannian metric.)

Also observe thatS(X, Y ) = 〈∇XY,N〉 = 〈∇XN, Y 〉, by using the fact that〈Y,N〉 = 0 (since
N is a normal vector andY is tangent toΣ).

38.1. Induced connection vs. Levi-Civita. If X, Y ∈ X(M), we can write:

∇XY = ∇h
XY + S(X, Y )N,

where∇h
XY denotes the projection of∇XY ontoTΣ.

Proposition 38.3.∇h = ∇, i.e.,∇h is the Levi-Civita connection of(Σ, g).

Proof. We have defined∇h
XY = ∇XY − S(X, Y )N . It is easy to verify that∇h satisfies the

properties of a connection onΣ.
∇h is torsion-free:

∇h
XY −∇h

YX = (∇XY − S(X, Y )N)− (∇YX − S(Y,X)N)

= ∇XY −∇YX

= [X, Y ]
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∇h is compatible withg:

X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉

= 〈∇h
XY, Z〉+ 〈Y,∇h

XZ〉,

since〈N,X〉 = 0 for any vector fieldN onΣ. �

It seems miraculous that somehow the induced connection is aLevi-Civita connection. Classically,
the induced covariant derivative came first, and Levi-Civita came as an abstraction of the covariant
derivative.
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39. GAUSS’ T HEOREMA EGREGIUM

Let (Σ, g) be a 2-dimensional Riemannian submanifold of the standard Euclidean(R3, g). The
shape operator is a symmetric bilinear form:

S : TxΣ× TxΣ → R,

S(X, Y ) = 〈∇XY,N〉

whereN is a unit normal toΣ, X, Y are vectors inTxΣ which are extended to an arbitrary vector
field tangent toΣ, and∇ is the Levi-Civita connection for(R3, g). We can representS(x), x ∈ Σ,
as a matrix by taking an orthonormal basis{e1, e2} at TxΣ and taking the entriesS(ei, ej). The
trace of this matrix is called themean curvatureand the determinant is called thescalar curvature
or theGaußian curvature.

Denote by∇ the Levi-Civita connection forg and∇ the Levi-Civita connection forg. Also
writeR = R∇ andR for R∇.

Theorem 39.1(Gauß’ Theorema Egregium). If X, Y are vector fields onΣ, then

〈R(X, Y )Y,X〉 = S(X,X)S(Y, Y )− S(X, Y )2.

What this says is that the right-hand side, an extrinsic quantity (depends on the embedding into 3-
space) is equal to the left-hand side, an intrinsic quantity(only depends on the Riemannian metric
g and not on the particular embedding intoR3). Therefore, the scalar curvature is expressed purely
in terms of the curvature of the induced metric.

Proof. LetN be the unit normal vector toΣ.

〈∇X∇Y Y,X〉 = X〈∇Y Y,X〉 − 〈∇Y Y,∇XX〉

= X〈∇Y Y − S(Y, Y )N,X〉 − 〈∇Y Y − S(Y, Y )N,∇XX − S(X,X)N〉

= X〈∇Y Y,X〉 − 〈∇Y Y,∇XX〉+ 〈S(X,X)N,∇Y Y 〉

= 〈∇X∇Y Y,X〉+ S(X,X)S(Y, Y ).

Similarly,
〈∇Y∇XY,X〉 = 〈∇Y∇XY,X〉 − S(X, Y )2,

〈∇[X,Y ]Y,X〉 = 〈∇[X,Y ]Y,X〉.

Finally,

〈R(X, Y )Y,X〉 = 〈R(X, Y )Y,X〉+ S(X,X)S(Y, Y )− S(X, Y )2

= S(X,X)S(Y, Y )− S(X, Y )2.

�
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40. EULER CLASS

40.1. Compatible connections.Let E be a rankk vector bundle over a manifoldM . A fiber
metric is a family of positive definite inner products〈, 〉x : Ex × Ex → R which varies smoothly
with respect tox ∈ M . A connection∇ is compatiblewith 〈, 〉 if X〈s1, s2〉 = 〈∇Xs1, s2〉 +
〈s1,∇Xs2〉, for all vector fieldsX ands1, s2 ∈ Γ(E).

Remark: We can view the Riemannian metricg onM as a fiber metric ofTM → M . When we
think of TM as a vector bundle overM , we forget the fact thatTM was derived fromM .

LetU ⊂M be an open set over whichE is trivializable, and let{s1, s2, . . . , sk} be an orthonormal
frame ofE overU . An orthonormal frame can be obtained by starting from some frame ofE over
U and applying the Gram-Schmidt orthogonalization process.

With respect to{s1, . . . , sk} we can write∇ = d+A, whereA is ak×k matrix with entries which
are 1-forms onU .

Lemma 40.1.A is a skew-symmetric matrix, i.e.,AT = −A.

Proof. If we writeA = (Akijdxk), then we have∇ ∂
∂xk

sj = siA
k
ij.

∂

∂xk
〈si, sj〉 = 〈∇ ∂

∂xk

si, sj〉+ 〈si,∇ ∂
∂xk

sj〉,

so we have

Akij = −Akij .

�

Lemma 40.2.Let{s′1, . . . , s
′
k} be another orthonormal frame forE overU . If g : U → SO(k) is

the transformation sending coordinates with respect tosi to coordinates with respect tos′i (by left
multiplication), then the connection matrix transforms as: A 7→ g−1dg + g−1Ag.

Proof.

g−1(d+ A)g = g−1dg + g−1gd+ g−1Ag

= d+ (g−1dg + g−1Ag).

You may want to check that ifA is skew-symmetric andg is orthogonal, theng−1dg + g−1Ag is
also skew-symmetric. �

40.2. Rank 2 case.Suppose from now on thatE has rank2 overM of arbitrary dimension. Then
AU (the connection matrix overU with respect to some trivialization) is given by

AU =

(
0 A21

−A21 0

)
.
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Then the curvature matrixRU is

RU = dAU + AU ∧ AU =

(
0 ωU

−ωU 0

)
,

whereωU is the 2-formdA21.

Theorem 40.3.There is a global closed 2-formω which coincides withωU on each open setU .
Hence a connection∇ onE gives rise to an element[ω] ∈ H2

dR(M). This cohomology class is
independent of the choice of connection∇ compatible with〈, 〉, and hence is an invariant of the
vector bundleE. It is called theEuler classofE and is denotede(E).

Proof. We need to show that on overlapsU ∩ V , ωU = ωV . If g : U ∩ V → SO(2) is the
orthogonal transformation taking fromU to V , then we computeR with respect to the connection
1-form g−1dg + g−1AUg. It is not hard to see that we still get

R =

(
0 ωU

−ωU 0

)
.

Now, two different connections∇ and∇′ have difference inΩ1(End(E)). (Moreover, they have
values in2 × 2 skew-symmetric matrices.) It is not hard to see that if we pick out the upper right
hand corner of the matrix on each local coordinate chartU , then they coincide and yield a global
1-formα, and the difference betweenR∇ andR∇′ will be the exact formdα. �

Example: For the Levi-Civita connection∇ on a surface(Σ, g) →֒ (R3, g), we have, locally,

RU =

(
0 κθ1 ∧ θ2

−κθ1 ∧ θ2 0

)
,

whereκ is the scalar curvature,{e1, e2} is an orthonormal frame, and{θ1, θ2} is dual to the frame
(called thedual coframe). (The fact thatκ is the scalar curvature is the content of the Theorema
Egregium!)

40.3. The Gauß-Bonnet Theorem.Let (M, g) be an oriented Riemannian manifold of dimension
n. Then there exists a naturally defined volume formω which has the following property: At
x ∈ M , let e1, . . . , en be an oriented orthonormal basis forTxM . Thenω(x)(e1, . . . , en) = 1. If
we change the choice of orthonormal basis by multiplying byA ∈ SO(n), then we have a change
of det(A), which is still 1. Therefore,ω is well-defined.

For surfaces(Σ, g), we have an area formdA.

Theorem 40.4(Gauß-Bonnet). LetΣ be a compact submanifold of Euclidean space(R3, g). Then,
for one of the orientations ofΣ, ∫

Σ

κdA = 2πχ(Σ).

Hereκ is the scalar curvature,dA is the area form forg induced from(R3, g), andχ(Σ) is the
Euler characteristic ofΣ.
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TheEuler characteristicof a compact manifoldM of dimensionn is:

χ(M) =

n∑

i=0

(−1)i dimH i
dR(M).

Note that a compact surfaceΣ (without boundary) of genusg hasχ(Σ) = 2− 2g.

Proof. Notice thatκdA is simply κθ1 ∧ θ2 above in the Example, and hence the Euler class is
e(TM) = [κdA]. In order to evaluate

∫
Σ
κdA, we therefore need to compute

∫
Σ
ω for the connec-

tion of our choice onTΣ compatible withg, by using Theorem 40.3.
In what follows we will frequently identifySO(2) with the unit circleS1 = {eiθ|θ ∈ [0, 2π]} in

C via (
cos θ − sin θ
sin θ cos θ

)
↔ eiθ.

We will do a sample computation in the case of the sphereS2. Let S2 be the union of two
regionsU = {|z| ≤ 1} andV = {|w| ≤ 1} identified viaz = 1/w along their boundaries.
Herez, w are complex coordinates. (Note thatU andV are not open sets, but it doesn’t really
matter....) If we trivializeTΣ onU andV using the natural trivialization fromTC, then the gluing
map g : U ∩ V → SO(2) is given byθ 7→ e2iθ. If we setAV to be identically zero, then

AU = g−1dg + g−1AV g = g−1dg =

(
0 2dθ

−2dθ 0

)
along∂U (after transforming viag). No

matter how we extendAU to the interior ofU , we have the following by Stokes’ Theorem:∫

U

ωU =

∫

∂U

2dθ = 4π = 2πχ(S2).

Now letΣ be a compact surface of genusg (without boundary). Then we can removeg annuli
S1 × [0, 1] from Σ so thatΣ becomes a diskΣ′ with 2g − 1 holes. We makeA flat on the annuli,
and see what this induces onΣ′. A computation similar to the one above gives the desired formula.
(Check this!!) �


