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Sparse reconstruction 



Sparse reconstruction 

• Compressed sensing:  



Sparse reconstruction 

• Matrix recovery:  



Sparse reconstruction 
• Generalized sparse recovery:  



Methods 

Compressed sensing / matrix recovery 

L1-minimization & nuclear norm minimization 

 Iterative methods (IHT, CoSaMP, OMP, …) 

Optimization 

 (Stochastic) gradient descent 

 (Stochastic) coordinate descent 

… 



Assumptions 

We may wish to consider blocks of the matrix A and break F(x) into 

functionals corresponding to each block i. Call the number of blocks b. 



Restricted Isometry Property 
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Stochastic greedy methods 



Theoretical guarantees : StoIHT 

Sparse signal recovery: 

 

 

 

 

 

Low-rank matrix recovery: 
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Thank you! 

For more info: 

 

• dneedell@cmc.edu 

 

• www.cmc.edu/pages/faculty/DNeedell 

 

• Linear Convergence of Stochastic Iterative Greedy Algorithms with 

Sparse Constraints  

by N. Nguyen, D. Needell, and T. Woolf.  

Submitted (Arxiv arxiv.org/abs/1407.0088)  


