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Today…

Transparency, Fairness, and Efficiency in 
Machine Learning

o Transparency: 
o Linear algebraic tools to promote transparency (NMF, CUR)
o Understanding behavior in neural nets

o Fairness: 
o linear systems with latent subgroups, fair-NMF

o Efficiency: 
o tensorial dimension reduction with practical measurements
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My research at a glance
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My toolbelt at a glance
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Towards transparency in ML
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Towards transparency in ML
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Towards transparency … how to protect?
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Non-negative matrix factorization

Lee, D., Seung, H. Learning the parts of objects by non-negative matrix 
factorization. Nature 401, 788–791 (1999). https://doi.org/10.1038/44565
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Non-negative matrix factorization
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Regularizers

Ø L1-regularizer for sparse topics/encodings  ||H||1

Ø Divergences:

Ø Classification loss:  
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Non-negative matrix factorization
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NMF-based models

• Neural NMF with back propagation (heuristics + 
applications)

• Non-negative Tensor Factorization (NTF) for multi-
modal data (some theoretical guarantees + applications)

• Online NMF for time series data (theoretical 
guarantees + applications)

• Guided NMF for topic seeding (applications)

• Stratified NMF for heterogeneous data (some theory + 
applications)
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MyLymeData
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MyLymeData

"Feature selection from lyme disease patient survey using machine learning"
by J. Vendrow, J. Haddock, D. Needell, L. Johnson.
Algorithms, vol. 13, num. 12, pp. 334, 2020.
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California Innocence Project

"Analysis of Legal Documents via Non-negative Matrix Factorization Methods"
by R. Budahazy, L. Cheng, Y. Huang, A. Johnson, P. Li, J. Vendrow, Z. Wu, D. 
Molitor, E. Rebrova, D. Needell.
SIAM Undergraduate Research Online, vol. 15, 2022.
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To matricize or not to matricize

"Detecting Short-lasting Topics Using Nonnegative Tensor Decomposition"
by L. Kassab, A. Kryshchenko, H. Lyu, D. Molitor, D. Needell, E. Rebrova.
Submitted, 2023.
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To matricize or not to matricize

"Detecting Short-lasting Topics Using Nonnegative Tensor Decomposition"
by L. Kassab, A. Kryshchenko, H. Lyu, D. Molitor, D. Needell, E. Rebrova.
Submitted, 2023.
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(O)NMF for Image co-segmentation

"Interpretability of Automatic Infectious Disease Classification Analysis with Concept Discovery"
by E. Sizikova, J. Vendrow, X. Cao, R. Grotheer, J. Haddock, L. Kassab, A. Kryshchenko, T. Merkh, R. W. 
M. A. Madushani, K. Moise, A. Ulichney, H. V. Vo, C. Wang, M. Coffee, K. Leonard, D. Needell.
Submitted, 2022.



Deanna Needell, Mathematics

ONMF for image reconstruction

"Online Nonnegative CP-dictionary Learning for Markovian Data"
by C. Strohmeier, H. Lyu, D. Needell.
Journal of Machine Learning Research, vol. 23, num. 148, pp. 1-50, 2022.
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ONTF to learn activation patterns in mouse cortex

"Online Nonnegative CP-dictionary Learning for Markovian Data"
by C. Strohmeier, H. Lyu, D. Needell.
Journal of Machine Learning Research, vol. 23, num. 148, pp. 1-50, 2022.
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Guided NMF for topic seeding

J. Vendrow, J. Haddock, E. Rebrova and D. Needell, "On a Guided Nonnegative 
Matrix Factorization," ICASSP 2021 - 2021 IEEE International Conference on 
Acoustics, Speech and Signal Processing (ICASSP), Toronto, ON, Canada, 2021, pp. 
3265-32369, doi: 10.1109/ICASSP39728.2021.9413656.
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Stratified NMF for stratified (differently sourced) data

"Stratified NMF for Heterogeneous Data"
J. Chapman, Y. Yaniv, D. Needell.
Proc. 55th Asilomar Conf. on Signals, Systems and Computers, Pacific 
Grove, CA, 2023.
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Stratified NMF for stratified (differently sourced) data

"Stratified NMF for Heterogeneous Data"
J. Chapman, Y. Yaniv, D. Needell.
Proc. 55th Asilomar Conf. on Signals, Systems and Computers, Pacific 
Grove, CA, 2023.

Stratum 1 Stratum 2



Next up … 

Towards transparency in neural 
nets

Questions?
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Towards understanding in ML

Mallinar, N., Simon, J. B., Abedsoltan, A., Pandit, P., Belkin, M., & Nakkiran, 
P. (2022). Benign, tempered, or catastrophic: A taxonomy of overfitting. arXiv 
preprint arXiv:2207.06569.
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Towards understanding in ML

Mallinar, N., Simon, J. B., Abedsoltan, A., Pandit, P., Belkin, M., & Nakkiran, 
P. (2022). Benign, tempered, or catastrophic: A taxonomy of overfitting. arXiv 
preprint arXiv:2207.06569.

Kernel regression can exhibit all three (with proper choice of ridge 
parameter and kernel)
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Classical bias–variance (simplicity–sensitivity) tradeoff

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.

(less bias, more variance)(more bias, less variance)

(thanks to E. George for 
these slides!)
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And yet…

Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals.
Understanding deep learning requires rethinking generalization.
In International Conference on Learning Representations, 2017(CIFAR10)
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Benign overfitting

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.



Deanna Needell, Mathematics

Benign overfitting

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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The loss

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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Benign overfitting

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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Main results (        )

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.

Fine print:
2n data points
2m neurons (1 layer)
d = dimension 
k = # corruptions 

Assume: k<cn, step size small 
enough, d big enough, noise nearly 
orthogonal
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Empirics match

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.



Next up … 

Fairness

Questions?
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Fairness

Often, because of objective functions over an entire population, 
subgroups have drastically inferior accuracy 

• Regression attempts to minimize average explanations
• NMF learns topics that explain the population overall

Mehrabi, Ninareh, et al. "A survey on bias and fairness in machine 
learning." ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.
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NMF on mixed population

Two sources of unfairness: representation and complexity
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NMF on mixed population

One notion of “more fair” : Each group achieves loss equally, 
relative to their size and best possible loss

(many formulations)
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“Fairer” NMF on mixed population
One notion of “more fair” : Each group achieves loss equally, relative to 
their size and best possible loss
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“Fairer” NMF on mixed population
One notion of “more fair” : Each group achieves loss equally, relative to 
their size and best possible loss



Deanna Needell, Mathematics

“Fairer” NMF on mixed population



Next up … 

Practical and efficient tensor 
compression and reconstruction

Questions?
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Tensor Compression and Reconstruction
Goal: Compress tensor data via linear measurements 
that are practical to apply and allow for efficient 
reconstruction
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Tensor Compression and Reconstruction
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Tensor Compression and Reconstruction

à When x is a matrix or tensor, sparsity can be substituted with (some 
notion of) low-rankness (tubal, Tucker or HOSVD, multi-rank, CP)
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Tensor world…take a TRIP
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Tensor Compression and Reconstruction

• Methods like Tensor Iterative Hard Thresholding 
(TIHT) allow for efficient recovery of the tensor from 
TRIP measurements
• Tucker rank (Rauhut et.al. ‘17)
• CP rank (N et.al. ‘19)
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What kind of operators satisfy TRIP?

o Existing solution: vectorize the tensor and apply i.i.d. m x N 
subgaussian map. For HOSVD rank r, TRIP is satisfied for: 
(Rauhut etal. ‘17)

o Concern: A 6-mode tensor with 1000 dimensions in each mode 
now requires the storage of a m x 1018 measurement matrix!   



Deanna Needell, Mathematics

Do we really need a huge vacuum?

(Iwen, N, Perlmutter, Rebrova, ‘22)
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Tensor Compression and Reconstruction
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Thank you for listening!
• deanna@math.ucla.edu

• math.ucla.edu/~deanna
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BenOv proof idea
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Assumptions

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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Benign overfitting

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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Benign overfitting

"Training shallow ReLU networks on noisy data using hinge loss: when do we 
overfit and is it benign?"
E. George, M. Murray, W. Swartworth, D. Needell.
Neural Information Processing Systems (NeurIPS), Spotlight paper, 2023.
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CUR Factorization
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CUR Factorization – for tensors??
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CUR Factorization
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CUR Factorization
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CUR Factorization

Note: We have also attained robustness results with respect to sparse corruptions.

"Robust Tensor CUR: Rapid Low-Tucker-Rank Tensor Recovery with Sparse Corruptions"
by H. Cai, Z. Chao, L. Huang, D. Needell. Submitted, 2022.
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CUR Factorization
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CUR Factorization

AAP = Accelerated Alternating Projections, IRCUR = Iterated Robust CUR for RPCA
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CUR Factorization
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CUR Factorization
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Fair NMF (in progress)

• Regularizing with sup-norm not ideal (outliers, results still unfair)

• Enforcing objective function to maximize fairness across groups

• Iterative scheme that hones in on groups not adequately 
represented


